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Abstract

Human motion prediction is a classical problem in computer vision and computer graphics, which has a wide range of practical applications. Previous efforts achieve great empirical performance based on an encoding-decoding style. The methods of this style work by first encoding previous motions to latent representations and then decoding the latent representations into predicted motions. However, in practice, they are still unsatisfactory due to several issues, including complicated loss constraints, cumbersome training processes, and scarce switch of different categories of motions in prediction. In this paper, to address the above issues, we jump out of the foregoing style and propose a novel framework from a new perspective. Specifically, our framework works in a masked completion fashion. In the training stage, we learn a motion diffusion model that generates motions from random noise. In the inference stage, with a denoising procedure, we make motion prediction conditioning on observed motions to output more continuous and controllable predictions. The proposed framework enjoys promising algorithmic properties, which only needs one loss in optimization and is trained in an end-to-end manner. Additionally, it accomplishes the switch of different categories of motions effectively, which is significant in realistic tasks, e.g., the animation task. Comprehensive experiments on benchmarks confirm the superiority of the proposed framework. The project page is available at \url{https://lhchen.top/Human-MAC}.

1. Introduction

The problem of Human Motion Prediction (HMP) focuses on predicting possible future pose sequences from a sequence of observed motions [6, 16, 7, 20, 92, 84], which has a wide range of applications [83, 29, 90, 61, 45, 89, 87, 30, 99], e.g., autonomous driving [50] and healthcare [71]. This problem is complicated and challenging since the predicted motions are always required to be continuous, diverse, and realistic simultaneously [14].
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Figure 1: Comparison between the encoding-decoding fashion and masked motion completion. (a) The methods in the encoding-decoding fashion encode the observation into a latent explicitly and then decode the latent into prediction results. (b) The proposed motion diffusion model generates motions from noise in the training stage. In the inference stage, it treats HMP as a masked completion task.

Prior state-of-the-art methods work in an encoding-decoding fashion to tackle the HMP problem, which conditions on previous motion frames and predicts unobserved motions [61, 41, 8, 14, 82]. Technically, these methods first encode the previous motion frames to latent representations explicitly and then decode the latent representations into prediction results (see Figure 1a) [54, 75, 5, 22, 2]. Although these methods enjoy the good performance in some scenarios, they are still unsatisfactory in practice. We detail the issues from three aspects. (1) Most state-of-the-art methods rely on multiple loss constraints for high-quality prediction results, e.g., the average pairwise distance [4], final displacement error [19, 33], and adversarial loss [6, 20]. Consequently, they need carefully designed hyper-parameters to balance different loss constraints, which makes it laborious for method applica-
tions. (2) Previous state-of-the-art methods need multi-stage training [89, 5]. That is to say, the learning of the encoder/decoder and sampling in the latent space is performed in different stages. To make matters worse, complex pipelines always require an additional stage of engineering tuning. (3) For the methods, it is hard to realize the switch of different categories of motions, e.g., switch from *WalkDog* to *Sitting*, which is pivotal for result diversity. The reason is that these methods are largely limited to observed motion sequences for prediction, which include few such switches.

In this paper, we get out of the encoding-decoding fashion and propose the MAcked motion Completion framework to handle the HMP problem (*aka HumanMAC*). To the best of our knowledge, this is the first time to tackle HMP from the perspective of masked completion. Specifically, in the training stage, we integrate observed and predicted motions, and learn a motion diffusion model to generate motions from random noise. In the inference stage, we predict possible future motions given observed motions. Note that traditional diffusion models [24, 65, 39, 48, 40, 85] have to make the prediction from random noise with a denoising procedure, which cannot make use of observed motions, resulting in uncontrollable results. We thereby propose a new method named DCT-Completion in the inference stage, which can employ observed motions for future motion prediction. Particularly, we add noise to observations to obtain a noisy spectrum of observed motions. In each denoising step of our method, we involve this noisy spectrum with a masking mechanism, where we combine the denoised and noisy spectrum with a mask. As the noisy spectrum is transformed from observations, the mechanism makes prediction motions conditioned on observed motions. Controllable predictions are produced accordingly (see Figure 1b).

Compared with the methods in the encoding-decoding fashion, HumanMAC enjoys the following great properties. (1) During training, there is only one loss function in the objective of HumanMAC. This avoids previous several hyper-parameters that balance different losses, and facilitates method applications. (2) HumanMAC is trained in an end-to-end manner, which is remarkably simpler to implement than multi-stage training. (3) HumanMAC can achieve more diverse prediction results that contain the switch of different categories of motions, even though the switch is rare or not presented in observed motion sequences. This is benefited from that we holistically model the whole sequence, *i.e.*, the integrated observed and predicted motions. The generated motion is therefore controlled to be continuous between the observed frames and predicted frames. Due to the continuity of motions, *e.g.*, from *Squatting* to *Standing Up* and from *Standing Still* to *Walking* for we humans, the trained model can naturally complete the switch of different categories of motions.

Before delving into details, we clearly summarize our contributions as follows:

- We carefully discuss the three issues of previous paradigms in human motion prediction, which can inspire follow-up research for algorithm improvement.
- To address the issues, we propose a novel framework from the new perspective of masked completion. The proposed method enjoys promising algorithmic properties that include only one loss function in the objective, an end-to-end training manner, and great motion switch ability.
- We conduct a series of experiments on benchmark datasets to justify our claims. In both qualitative and visualization comparisons with the state-of-the-art methods, our method achieves superior performance, which creates a simple and strong baseline for future research. Comprehensive ablation studies and discussions are also provided.

## 2. Related Work

### 2.1. Human Motion Prediction

Early in the research, traditional works [9, 47, 35, 68, 12, 23, 46, 64, 96, 64] try to predict motions in a deterministic way. In consideration that the prediction of motions is subjective, a series of works propose to produce diverse motions in prediction. At the present stages, the state-of-the-art methods of human motion prediction predict motions in an encoding-decoding way [61, 41, 8, 14, 82], and rely on carefully designed multiple loss constraints [4, 19, 33] to achieve the diversity and authenticity of human motions. Besides, most of the previous state-of-the-art methods need multi-stage training and cannot be trained in an end-to-end way. This property results in its dependency on the pre-training quality of the encoder and decoder. Therefore, we propose a human motion diffusion model with only one loss, which can be trained in an end-to-end way. Furthermore, thanks to the advantages of the completion method in the inference stage, we can switch between different motions for generating richer human motions, which is not achieved by previous works.

### 2.2. Denoising Diffusion Models

Denoising diffusion probabilistic models [24, 48, 65, 40, 11, 74, 67] are motivated by the second law of thermodynamics. The models try to learn a reverse diffusion process from random noise to the data distribution. Due to its dynamics, the generated results are both diverse and high-quality [52, 78, 76]. Therefore, diffusion models have also
produced great impacts on image/video generation [15, 59, 88, 25], drug discovery [81], 3D reconstruction [80], and other research problems [57, 86, 49, 32, 21, 42, 91]. To take advantage of its good properties, we introduce the denoising diffusion model to predict human motions.

Before our work, MotionDiffuse [93] and MDM [70] are prior works that introduce diffusion models into the text-driven motion synthesis area. Tseng et al. propose EDGE [72] to generate motions from music. Alexanderson et al. propose a diffusion-based model [3] to synthesize motion driven by the audio. UDE [98] and MoFusion [13] propose to unify the audio/text-driven motion generation task [36, 55, 26, 69, 63, 79, 54, 56, 34, 28] in one system. BeLFusion [5] tries to predict motions via the diffusion model in the latent space. However, it disentangles the model training into several stages, which is restricted by the pre-training quality of the encoder and decoder. Our end-to-end training framework can avoid this problem.

3. Preliminaries

3.1. Problem Formulation

We note the observed sequence of the $H$-frame motion as $x^{(1:H)} = [x^{(1)}; x^{(2)}; \ldots; x^{(H)}] \in \mathbb{R}^{H \times 3J}$, where $x^{(h)} \in \mathbb{R}^{3J}$ is the coordinates of each joint at the frame $h$ and $J$ is the number of joints. Given the observed motion $x^{(1:H)}$, the objective of the Human Motion Prediction (HMP) problem is to predict the following $F$ motions $x^{(H+1:H+F)} = [x^{(H+1)}; x^{(H+2)}; \ldots; x^{(H+F)}] \in \mathbb{R}^{F \times 3J}$.

3.2. Discrete Cosine Transform

The work [46] proposed the Discrete Cosine Transform (DCT) to predict and generate human motions. The DCT operation extracts both current and periodic temporal properties from the motion sequence, which is beneficial for obtaining continuous motions. Therefore, staying precedent [46], we train our model with DCT.

Technically, given a $(H+F)$-frame motion sequence $x \in \mathbb{R}^{(H+F) \times 3J}$, we project the sequence into the DCT domain via the DCT($\cdot$) operation:

$$y = \text{DCT}(x) = Dx,$$  \hspace{1cm} (1)

where $D \in \mathbb{R}^{(H+F) \times (H+F)}$ is the predefined DCT basis [46], and $y \in \mathbb{R}^{(H+F) \times 3J}$ is the DCT coefficients. As the DCT operation is an orthogonal transform, we can recover the motion sequence from the DCT domain via an inverted Discrete Cosine Transform (iDCT($\cdot$)) operation:

$$x = \text{iDCT}(y) = D^\top y.$$  \hspace{1cm} (2)

Due to the smoothness property of human motions [46], we simplify to perform the DCT and iDCT operation by selecting the first $L$ rows of $D$ and $D^\top$ (noted as $D_L, D_L^\top \in \mathbb{R}^{L \times (H+F)}$), following $c \approx D_L x$ and $x \approx D_L^\top c$. The simplified form of the DCT/iDCT operation can reduce the computational cost by discarding the high-frequency components [46]. In the sequel, if there is no confusion, we will replace $D$ with $D_L$.

4. Methodology

4.1. Model Training

In the training stage, we conduct the DCT operation discussed above on the full motion $x \in \mathbb{R}^{(H+F) \times 3J}$ for the first $L$ frequency components to obtain the spectrum $y_0 \in \mathbb{R}^{L \times 3J}$, where $y_0 = y$ in Eq. (1). The noisy DCT spectrum $y_t$ at the timestep $t$ can be calculated by the parameterization trick:

$$y_t = \sqrt{\alpha_t}y_0 + \sqrt{1-\alpha_t}\epsilon,$$ \hspace{1cm} (3)

where $\alpha_t = \prod_{i=1}^{t} \alpha_i$, $\alpha_i \in [0, 1]$ are pre-defined variance parameters, and $\epsilon \sim \mathcal{N}(0, I)$. There are $T$ timesteps in total. In this paper, for noise prediction, we employ a simple network parameterized by $\theta$, whose architecture is shown in Appendix A. We name the noise prediction network as TransLinear. At the timestep $t$, the network outputs predicted noise as $\epsilon_\theta(y_t, t)$. Afterward, we optimize the parameters $\theta$ with the noise prediction loss:

$$L = \mathbb{E}_{y,t} \left[ \| \epsilon - \epsilon_\theta(y_t, t) \|^2 \right].$$  \hspace{1cm} (4)

It is worth noting that the loss in Eq. (4) is the only loss in our HumanMAC during training. Additionally, HumanMAC is trained in an end-to-end manner by minimizing the loss $L$ directly. We provide an algorithm flow of model training in Algorithm 1.

4.2. DCT-Completion in Inference

In the inference stage, given observed motions, we need to use the trained model to make predicted motions. In prior diffusion-based works, with a trained diffusion model, motions can be generated via $T$ denoising steps. We provide the illustration of this generation in Figure 2a. However, the prior procedure cannot make use of observed motions, which makes predicted motions uncontrollable. To address the issue, we propose a new completion algorithm without model retraining, named DCT-Completion, which can complete prediction motions with observation motions. We discuss DCT-Completion as follows.

Add noise into observation. For the left branch in Figure 2b, we pad the observation into a full sequence with the final observation frame and project it to the DCT domain, noted as $y$. Then, we add noise on $y$ to obtain noisy spectrum of the observation at the timestep $t - 1$:

$$y_{t-1}^n = \sqrt{\alpha_{t-1}}y + \sqrt{1-\alpha_{t-1}}z,$$ \hspace{1cm} (5)

where $z \sim \mathcal{N}(0, I)$. Note that $y_{t-1}^n \sim q(y_{t-1} | y)$. 
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Masked completion. In a trained diffusion model, the noisy observation spectrum together with a masking mechanism: we project the denoised and noisy spectrum to the temporal domain via the iDCT operation and then combine them.

Denoised prediction. For the right denoising branch shown in Figure 2b, it aims to denoise the noisy prediction spectrum $y_{t-1}$ from $y_t$:

$$y_{t-1}^d = \frac{1}{\sqrt{\alpha_t}} \left( y_t - \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}} \epsilon_0 (y_t, t) \right) + \sigma_t z,$$  \hspace{1cm} (6)

where $z \sim \mathcal{N}(0, I)$ if $t = 1$; else $z = 0$. Note that $y_{t-1}^d \sim p_\theta(y_{t-1} \mid y_t)$.

Masked completion. In a trained diffusion model, the noisy observation spectrum $y_{t-1}^n$ and denoised prediction spectrum $y_{t-1}^d$ are approximately the same distribution [24], i.e., $q(y_{t-1} \mid y) \approx p_\theta(y_{t-1} \mid y_t)$. Therefore, we project the denoised and noisy spectrum to the temporal domain via the iDCT operation and then combine them together with a masking mechanism:

$$y_{t-1} = \text{DCT}[M \odot \text{iDCT}(y_{t-1}^n) + (1 - M) \odot \text{iDCT}(y_{t-1}^d)],$$  \hspace{1cm} (7)

where $M = \begin{bmatrix} 1, 1, \ldots, 1, 0, 0, \ldots, 0 \end{bmatrix}^{\top}$ denotes the mask of the prediction, and $\odot$ denotes the Hadamard product. With the masked noisy observation guidance, we can complete the prediction motion in each reverse diffusion step.

For a convenient understanding of readers, we provide the algorithm flow of inference in Algorithm 2.

Motion switch. For the motion switch ability, different from the vanilla HMP task, we provide the final additional $M$-frame target motions in the inference stage to obtain the controllable prediction. Besides, we will mask the motions except for observation and target motions, i.e., $M = \begin{bmatrix} 1, 1, \ldots, 1, 0, 0, \ldots, 0, 1, 1, \ldots, 1 \end{bmatrix}^{\top}$. As we model the whole sequence directly, the generated motion is controlled to be continuous among the observed, predicted, and target frames. Besides, benefiting from the continuity of motions, the trained model can naturally complete the switch of different categories of motions, e.g., from Sitting to Standing.

5. Experiments

5.1. Experimental Setup

Datasets. We evaluate our model on two human motion datasets, i.e., Human3.6M [27] and HumanEva-I [62]. For fair comparisons, we follow the same dataset partition settings with previous work. Additionally, we evaluate our method on the CMU-MoCap and AMASS dataset, shown in Section 5.7.
### Metrics
Following the previous work [89], we use five metrics to evaluate our model. (1) **Average Pairwise Distance (APD)** is the L2 distance between all motion examples. It is used for measuring result diversity. (2) **Average Displacement Error (ADE)** is defined as the smallest average L2 distance between the ground truth and predicted motion. It measures the accuracy of the whole sequence. (3) **Final Displacement Error (FDE)** is the L2 distance between the prediction results and ground truth in the last prediction frame. (4) **Multi-Modal-ADE (MMADE)** is the multi-modal version of ADE, whose ground truth future motions are grouped by similar observations. (5) **Multi-Modal-FDE (MMFDE)**, similarly, is the multi-modal version of FDE.

### Baselines
In quantitative comparison, we compare our method with several state-of-the-art works, including acLSTM [97], DeLi GAN [20], MT-VAE [83], BoM [7], DSF [90], DLow [89], GSPS [45], MOJO [95], BeLFusion [5], DivSamp [14], and MotionDiff [75]. In visualization comparison, the competitors are DLow and GSPS.

### Implementation details
We train HumanMAC on both datasets with a 1000-step diffusion model and sample with a 100-step DDIM [65]. The Cosine scheduler [48] is exploited for variance scheduling in our model. The noise prediction network contains 8-layer TransLinear blocks for Human3.6M and 4-layer TransLinear blocks.
for HumanEva-I. Experiments are conducted with PyTorch [51] and one NVIDIA Tesla A100-80GB GPU. Please refer to Appendix B for more details.

5.2. Comparison with the State-of-the-Arts

Quantitative results. Experimental results are provided in Table 1. As can be seen, for Human3.6M, our method achieves state-of-the-art results on both ADE and FDE metrics, which shows the plausibility of our results. Although we cannot achieve as good results as the state-of-the-art baselines in terms of diversity, as shown in Figure 3, our results are more reasonable (fewer failure examples compared with baselines). Therefore, we did not achieve the superiority of APD as an artificial indicator by introducing failure examples. For HumanEva-I, we present the competitive results on the MMFDE metric and the state-of-the-art results on other metrics. Our prediction results on HumanEva-I achieve a great trade-off between diversity and authenticity.

Visualization results. We present our qualitative analysis results via visualizing motion sequences in Figure 3. We compare our method with DLow [89] and GSPS [45]. The first and the second row denotes three predicted results of Human3.6M [27] and HumanEva-I [62] datasets respectively. In each frame, we show 10 results of the predicted motion stochastically.

Although the DLow and GSPS methods seem more diverse, both of them generate some failure cases with large distances to ground truths, which are not reasonable motions. For instance, in the second example from Human3.6M, some generated result of DLow is floating in the air. Besides, the third generated result in Human3.6M of GSPS starts with a sudden bend and holds for a few seconds, which does not satisfy the physical constraints of the human center of gravity. We claim that the diversity exhibited by artificial metrics and the comparison of multiple predicted results are unreasonable, resulting in a large number of failure cases. By contrast, the diversity of predicted motions by our method is more reasonable than baseline methods. We provide more empirical evidence in Appendix C.

5.3. Motion Switch Ability

The proposed HumanMAC enables the switch ability between different categories of motions by applying fine-tuning DCT-Completion. The ability helps produce some motion combinations that are rare or unseen during training. We visualize the results of the switched motion in Figure 4. It shows that various observed motions switch to target motions smoothly. In the case where the directions of the human body facing to differ significantly, HumanMAC accomplishes the switch from one direction to the other smoothly and naturally. For transferring between two motions with a large distribution gap (like from Sitting to Standing), the motion of the upper and lower bodies

<table>
<thead>
<tr>
<th>L</th>
<th>Human3.6M</th>
<th>HumanEva-I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>APD↑ ADE↓ FDE↓</td>
<td>APD↑ ADE↓ FDE↓</td>
</tr>
<tr>
<td>5</td>
<td>6.048 0.388 0.301</td>
<td>6.444 0.318 0.340</td>
</tr>
<tr>
<td>10</td>
<td><strong>6.508</strong> 0.389 0.300</td>
<td><strong>6.554</strong> 0.209 0.223</td>
</tr>
<tr>
<td>20</td>
<td>6.301 <strong>0.369 0.480</strong></td>
<td>5.985 0.209 0.220</td>
</tr>
</tbody>
</table>

Table 2: Experimental results of the ablation study on L.

<table>
<thead>
<tr>
<th># Layer</th>
<th>Human3.6M</th>
<th>HumanEva-I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>APD↑ ADE↓ FDE↓</td>
<td>APD↑ ADE↓ FDE↓</td>
</tr>
<tr>
<td>2</td>
<td>6.654 0.425 0.542</td>
<td>5.827 0.216 0.230</td>
</tr>
<tr>
<td>4</td>
<td><strong>7.020</strong> 0.496 0.525</td>
<td><strong>6.554</strong> 0.209 0.223</td>
</tr>
<tr>
<td>6</td>
<td>6.944 0.388 0.499</td>
<td>6.287 <strong>0.202 0.216</strong></td>
</tr>
<tr>
<td>8</td>
<td>6.301 <strong>0.369 0.480</strong></td>
<td>5.587 0.209 0.221</td>
</tr>
<tr>
<td>10</td>
<td>6.512 0.373 0.483</td>
<td>3.350 0.208 0.221</td>
</tr>
</tbody>
</table>

Table 3: Experimental results of the ablation study on the number of layers in the noise prediction network.

changes in a natural way. The motion switch ability shows that our model can generate sparsely distributed motion data (out-of-distribution [37, 77], unseen, or long-tailed data). We provide more examples and analysis in Appendix D.

5.4. Part-body Controllable Prediction

Due to the flexibility of the mask mechanism in the DCT-Completion algorithm (Eq. (7)), we can complete the F-frame unknown part-body motion by providing the H-frame observation and final F-frame specified part-body motions. As shown in Figure 5, we fix the lower body motions and predict reasonable upper body motions. We present 10 examples of the end poses for all motions. It shows that our method can predict diverse upper body motions when keeping the limited error of the lower body. Besides, it presents some hard cases, e.g., large-angle turning and standing-bending transitions. The baselines GSPS and DLow only can achieve upper-/lower-body control since they need to disentangle the upper and lower body motions. Besides, with disentangled motions, these methods need to retrain the model to achieve the part-body controllable ability. However, our method does not rely on model re-training and can achieve controllable prediction of any part of the body. For more controllable part-body prediction results, please refer to Appendix E.

5.5. Ablation Study

We conduct comprehensive ablation studies on our methods, including (1) the value of L in DCT/iDCT; (2) the design of the noise prediction network; (3) the settings of the diffusion model. We detail them as follows. The gray shadows in tables that are highlighted in all tables indicate our choice for our method.
Observation Target
sitting to standing
turn around
standing to sitting
fine granularity

Figure 4: Motion switch results. Visualization of motion switch using DCT-Completion from the Human3.6M dataset. The left side shows randomly sampled motions switched to a standing pose. The right side shows various motions switched to sitting. The whole switching process is fairly smooth. The red-black skeletons and green-purple skeletons denote the observed and predicted motions respectively.

Figure 5: Results about controllable motion prediction, where we fix the lower body to predict the motions of the upper body. The red-black skeletons and green-purple skeletons denote the observed and predicted motions respectively.

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>Human3.6M</th>
<th>HumanEva-I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>APD↑ ADE↓ FDE↑</td>
<td>APD↑ ADE↓ FDE↑</td>
</tr>
<tr>
<td>Linear</td>
<td>6.231 0.379 0.488</td>
<td>6.320 0.211 0.233</td>
</tr>
<tr>
<td>Sqrt</td>
<td><strong>8.276</strong> 0.582 0.741</td>
<td><strong>7.636</strong> 0.408 0.490</td>
</tr>
<tr>
<td>Cosine</td>
<td>6.301 <strong>0.369</strong> <strong>0.480</strong></td>
<td>6.554 <strong>0.209</strong> <strong>0.223</strong></td>
</tr>
</tbody>
</table>

Table 4: Experimental results of the ablation study on different schedulers in the diffusion model.

**Value of L.** As discussed in Section 3.2, we approximate the DCT and iDCT operation by selecting the first \( L \) rows of \( D \) as \( D_L \), to improve computing efficiency. In Table 2, we show the reasonable choice of different \( L \). The reasonable choices of \( L \) are 10 and 20 for Human3.6M [27] and HumanEva-I [62] datasets respectively.

**Design of the noise prediction network.** In Table 3, we show the reasonable choice of the different numbers of layers in the noise prediction network. The reasonable choices of layers are 8 and 4 for Human3.6M [27] and HumanEva-I [62] respectively. We present other ablation studies on the network design in Appendix F, e.g., the influence of skip connections in the noise prediction network.
Settings of the diffusion model. We ablate the impacts of both the length of the denoising steps and different diffusion variance schedulers such as “Linear”, “Cosine”, and “Sqrt” on experimental results. As shown in Table 4, the Cosine scheduler is the best choice for scheduling. It is because the noise cannot be increased too much in the beginning steps of the diffusion process to prevent the information from being lost too quickly. The steps of noising and sampling are set to 1000 and 100 respectively in our main results. From the quantitative results in Table 5, reducing both noising steps and sampling steps by a factor of 10 damages the authenticity of generated motions. In addition, this reduction of steps results in jerky motions in visualization results. Moreover, as shown in Tables 2, 3, 4, and 5, the diversity and the authenticity of motions are a pair of trade-offs. Although some settings are with a higher APD metric, there are many failure cases, which we do not compare in the main results.

5.6. Zero-shot Motion Prediction

We present the generalization ability of the HumanMAC method via zero-shot adaption experiments. Here, we train the HumanMAC model on the Human3.6M dataset and predict motions via the given AMASS dataset [43] observed motions. The experimental setting is shown in Appendix B. The visualization results are shown in Figure 6. As shown in Figure 6, our zero-shot motion prediction results on Human3.6M dataset are reasonable and diverse, which shows the good generalization ability of the HumanMAC framework. For instance, as shown in the first row of Figure 6b, the predicted motion **Kneeling** is vivid, which is unseen in Human3.6M. We provide more results in Appendix H.

5.7. Evaluation on Both CMU-MoCap and AMASS Datasets

We compare our HumanMAC framework with VAE-based and diffusion-based models on both CMU-MoCap [1] and AMASS[43] datasets. All parameters are well-tuned for all baselines. As shown in Table 6, the HumanMAC method presents superior performance on both datasets, which shows the strong prediction ability for the mask-completion mechanism.

5.8. Ablation Study on the DCT Design

[66] shows the regular periodicity of motions, which inspires us to model human motion with DCT. Furthermore, we show joint motion curves (X-coordinate) of four key points in Figure 7, where the model w/o the DCT suffers from extreme jittering. As shown in Table 7, the DCT makes the prediction more accurate. In conclusion, the DCT design explicitly models the low- and high-frequency signals, making the prediction more accurate and smooth.

5.9. Long Time Series Prediction

The long-time motion prediction can be implemented in an auto-regressive way. Technically, we can treat the final $H$-frame predictions as observations and predict further motions recurrently. In Figure 8, we present joint motion curves (X-coordinate). Baselines tend to predict over-smoothing and almost static motions. In contrast, ours are more diverse, which benefits from our DCT modeling.
Table 6: Evaluation on CMU-MoCap and AMASS datasets. The symbol `-' indicates that the results are not reported in the baseline work.

<table>
<thead>
<tr>
<th></th>
<th>APD↑</th>
<th>ADE↓</th>
<th>FDE↓</th>
<th>MMADE↓</th>
<th>MMFDE↓</th>
<th>APD↑</th>
<th>ADE↓</th>
<th>FDE↓</th>
<th>MMADE↓</th>
<th>MMFDE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLow</td>
<td>15.206</td>
<td>0.516</td>
<td>0.544</td>
<td>0.544</td>
<td>0.547</td>
<td>13.170</td>
<td>0.590</td>
<td>0.612</td>
<td>0.618</td>
<td>0.617</td>
</tr>
<tr>
<td>GPS</td>
<td>12.995</td>
<td>0.456</td>
<td>0.512</td>
<td>0.522</td>
<td>0.534</td>
<td>12.465</td>
<td>0.563</td>
<td>0.613</td>
<td>0.609</td>
<td>0.633</td>
</tr>
<tr>
<td>DivSamp</td>
<td><strong>20.473</strong></td>
<td>0.441</td>
<td>0.501</td>
<td><strong>0.508</strong></td>
<td>0.525</td>
<td><strong>24.724</strong></td>
<td>0.564</td>
<td>0.647</td>
<td>0.623</td>
<td>0.667</td>
</tr>
<tr>
<td>MoDiff</td>
<td>19.174</td>
<td>0.464</td>
<td>0.523</td>
<td>0.531</td>
<td>0.542</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BeLfusion</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HumanMAC</td>
<td>8.021</td>
<td><strong>0.433</strong></td>
<td><strong>0.467</strong></td>
<td>0.512</td>
<td><strong>0.505</strong></td>
<td>9.321</td>
<td><strong>0.511</strong></td>
<td><strong>0.554</strong></td>
<td>0.593</td>
<td><strong>0.591</strong></td>
</tr>
</tbody>
</table>

Figure 7: Predicted motion curves on w/ or w/o DCT.

(a) w/ DCT.

(b) w/o DCT.

Figure 8: Joints motion curves on the X-coordinate.

Table 7: Ablation on w/ or w/o DCT process (Human3.6M).

<table>
<thead>
<tr>
<th></th>
<th>APD↑</th>
<th>ADE↓</th>
<th>FDE↓</th>
<th>MMADE↓</th>
<th>MMFDE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DCT</td>
<td><strong>7.191</strong></td>
<td>0.444</td>
<td>0.521</td>
<td>0.521</td>
<td>0.550</td>
</tr>
<tr>
<td>w/ DCT</td>
<td>6.301</td>
<td><strong>0.369</strong></td>
<td><strong>0.480</strong></td>
<td>0.509</td>
<td>0.545</td>
</tr>
</tbody>
</table>

Figure 8: Joints motion curves on the X-coordinate.

**6. Limitation and Discussion**

HumanMAC is a diffusion-style method for the HMP task. In our diffusion model, the proposed method needs 100 steps DDIM sampling steps, which makes it limited to being a real-time system. Therefore, we will try more methods, e.g., DPM-solver++ [39, 40] to reduce the sampling steps in future work. Besides, although our method is relatively simple at the present stage, we will try to further simplify the network architecture and completion algorithm. Moreover, we will test our method on larger-scale datasets [10, 43, 17, 18, 44, 58, 38] for human motion prediction to build a generalized HumanMAC model and explore its zero-shot transfer ability on the HMP task.

As analyzed in the experiment section, the previous metric for judging diversity is questionable, because of those failure cases. Therefore, in the HMP task, a more reasonable metric for diversity needs to be raised imminently. This is also what we are interested in.

**7. Conclusion**

In this paper, we target human motion prediction, which is a practical and challenging problem. We precisely reveal the issues of previous methods that work in an encoding-decoding fashion. Different from them, we propose a new learning framework for human motion prediction, which operates in a masked completion fashion. The proposed framework enjoys excellent algorithmic properties and achieves state-of-the-art performance in both quantitative and qualitative comparisons. We believe that this work can offer a new perspective to the research community of human motion prediction and inspire follow-up research.
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