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Abstract

This work addresses continuous space-time video super-
resolution (C-STVSR) that aims to up-scale an input video
both spatially and temporally by any scaling factors. One
key challenge of C-STVSR is to propagate information tem-
porally among the input video frames. To this end, we
introduce a space-time local implicit neural function. It
has the striking feature of learning forward motion for a
continuum of pixels. We motivate the use of forward mo-
tion from the perspective of learning individual motion tra-
jectories, as opposed to learning a mixture of motion tra-
jectories with backward motion. To ease motion interpo-
lation, we encode sparsely sampled forward motion ex-
tracted from the input video as the contextual input. Along
with a reliability-aware splatting and decoding scheme,
our framework, termed MoTIF, achieves the state-of-the-
art performance on C-STVSR. The source code of MoTIF
is available at https://github.com/sichun233746/MoTIF.

1. Introduction
This work addresses continuous space-time video super-

resolution (C-STVSR). The task of C-STVSR is to increase
simultaneously the spatial resolution and temporal frame-
rate of an input video by any scaling factors with only one
single model. It is to be distinguished from fixed-scale
space-time video super-resolution (F-STVSR), for which
a model is learned to perform space-time super-resolution
for only one specific spatiotemporal scale. As compared
to F-STVSR, C-STVSR is more flexible and practical in
real-world scenarios, which often call for up-scaling low-
resolution and low-frame-rate videos of varied spatiotem-
poral resolutions on heterogeneous video-enabled devices.

C-STVSR remains largely under-explored. One trivial
solution to C-STVSR is to perform continuous video frame
interpolation [2, 11, 21, 20, 33], followed by interpolat-

*Both authors contributed equally to this work.

(a) VideoINR [6]

(b) MoTIF

Figure 1: Illustrations of (a) VideoINR [6] and (b) MoTIF.
The red dash lines highlight their major differences.

ing individual video frames with continuous image super-
resolution [5, 34, 14], or the other way around. However,
their divide-and-conquer nature of treating C-STVSR as
two independent sub-tasks–i.e. temporal interpolation and
spatial super-resolution–misses the opportunity to attain the
best achievable performance. By leveraging the spatiotem-
poral information in an end-to-end optimized fashion, some
recent works [10, 31, 32, 9] for F-STVSR adopt a one-stage
approach, combining the extraction of individual frame fea-
tures and the temporal aggregation of these features as a uni-
fied task. Nonetheless, these F-STVSR methods can hardly
be extended straightforwardly to C-STVSR.

Inspired by continuous image super-resolution [5, 34,
14], VideoINR [6] presents an early attempt at C-STVSR.
Given any query coordinates (x, y, t) in the continuous spa-
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(a) Backward Motion
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(b) Forward Motion

Figure 2: Illustration of backward and forward motion. The
circles denote pixels accessible in the input video. The
dashed lines display the motion trajectories of pixels in
the reference frame at t = 0. The blue arrows are back-
ward/forward motion in the form of displacement vectors.
The red arrows show the displacement vectors for an arbi-
trary time instance that are to be predicted from blue arrows.

tiotemporal space, it takes the latent representation of the in-
put video as the contextual information to decode the corre-
sponding RGB value. The process involves learning a spa-
tial implicit neural function (S-INF in Fig. 1 (a)) for super-
resoluting the frame features, followed by learning another
temporal implicit neural function (T-INF in Fig. 1 (a)) to
generate motion estimates at time t to backward warp the
super-resoluted frame features. However, learning implic-
itly backward motion (indicating displacement vectors that
identify matching pixels/features in the reference frame) as
a function of time is challenging. Essentially, the backward
motion at the same spatial coordinates (x, y) yet at different
time instances t may capture the motion trajectories of dif-
ferent pixels/features in the reference frame. For example,
in Fig. 2 (a), the backward motion vectors of p2 at t = 1
and t = 2 are governed by the two distinct motion trajec-
tories that originate from pixels p1 and p2 in the reference
frame at t = 0, respectively. In other words, the backward
motion vectors at p2, when viewed as a function of time, are
a mixture of multiple motion trajectories. This could poten-
tially introduce undesirable randomness and discontinuities
in the resulting time function, which must be learned by T-
INF in Fig. 1 (a). Furthermore, learning implicitly such a
time function based solely on frame features complicates
the task.

To circumvent the aforementioned issues, we propose
learning forward motion of pixels in the form of motion
trajectories with a space-time implicit neural function (ST-
INF in Fig. 1 (b)). Considering each reference frame in
the input video as sitting at the origin in time, our ST-INF
takes (x, y, t) as input and outputs a displacement vector
that specifies where the pixel at the coordinates (x, y) of
the reference frame will appear in a synthesized frame at
time t. That is, it encodes the motion trajectory of the

Figure 3: Illustration of fixed-scale video frame interpo-
lation (F-VFI), continuous video frame interpolation (C-
VFI), fixed-scale video super-resolution (F-VSR), fixed-
scale space-time video super-resolution (F-STVSR), TM-
Net [32], and continuous space-time video super-resolution
(C-STVSR) in terms of their supported space-time scales.

pixel at (x, y), e.g. the highlighted motion trajectory of
p2 in the reference frame at t = 0 in Fig. 2 (b). More-
over, to facilitate the learning of such a neural function in
an explicit way, we supply forward optical flow maps esti-
mated between reference frames as the contextual informa-
tion (i.e. ML

0→1,M
L
1→0 in Fig. 1 (b)). Our space-time neu-

ral function is also learned to predict the reliability of every
motion trajectory (i.e. ẐH

0→t, Ẑ
H
1→t in Fig. 1 (b)), which is

essential to ensure the quality of forward warping. Explicit
motion modeling allows us to extract rough reliability esti-
mates from the input video for better prediction.

Fig. 1 (b) depicts our end-to-end trainable C-STVSR
framework, MoTIF. The main contributions of our work
include: (1) we propose a space-time local implicit neu-
ral function that predicts forward motion and its reliability
in a continuous manner; (2) we propose a reliability-aware
splatting and decoding scheme that fuses simultaneously in-
formation from multiple reference frames; and (3) our Mo-
TIF achieves the state-of-the-art performance on C-STVSR
and provides out-of-distribution generalization.

2. Related Work
This section surveys methods for video frame interpo-

lation, video super-resolution, and space-time video super-
resolution. Fig. 3 presents a Venn diagram to illus-
trate how C-STVSR, the focus of our work, is related
to these methods in terms of their supported space-time
scales. As shown, the fixed-scale methods–e.g. fixed-scale
video super-resolution [4], fixed-scale video frame inter-
polation [1, 13] and F-STVSR [9, 31, 10]–perform only
one specific type of space-time interpolation. Their sup-
ported space-time scales are visualized as singletons in
Fig. 3. In comparison, the continuous-scale methods–such
as continuous video frame interpolation [2, 11, 21, 20, 33]
and TMNet[32]–are able to cover a continuum of tempo-
ral scales. Of these approaches, C-STVSR [6] is the most
flexible and challenging one, with its supported space-time
scales covering the entire space-time space.
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2.1. Video Frame Interpolation

Video frame interpolation [2, 11, 21, 33, 17, 13, 1] aims
to increase the frame rate of a video by interpolating be-
tween existing reference frames. The key to successful
frame interpolation is to predict how the pixels/features of
the reference frames progress temporally to the interpolated
frame. The flow-based methods [20, 2, 21, 19, 16, 11]
rely on optical flow maps to propagate features/pixels from
the neighboring reference frames, whereas the kernel-based
methods [13, 7, 8] estimate motion implicitly as kernels for
motion compensation with deformable convolution. Most
flow-based approaches adopt backward warping [11, 16,
23, 22], but more recently, forward warping [2, 20, 21, 19]
emerges as an attractive alternative. Forward warping,
however, is faced with the challenge that multiple fea-
tures/pixels in the reference frame may be mapped to the
same location in the target frame. To tackle this issue,
Niklaus et al. [21] introduce softmax splatting, weighting
the conflicting features/pixels according to the reliability of
their forward motion.

2.2. Video Super-Resolution

Video super-resolution is to increase the spatial resolu-
tion of a video. Its central theme is to exploit temporal
information from neighboring frames in order to comple-
ment a low-resolution video frame in recovering its missing
high-frequency details. Early deep learning-based meth-
ods [27, 3, 24, 35, 4] rely on optical flows to align the
features/pixels of the neighboring frames. However, op-
tical flow estimation can be expensive. As such, Tian et
al. [29] adopt deformable convolution for temporal align-
ment. Wang et al.[30] extend the idea to perform temporal
alignment in a coarse-to-fine manner. These works target
fixed-scale video super-resolution.

2.3. Space-Time Video Super-Resolution

Recognizing that both video frame interpolation and
video super-resolution involve aggregating temporal infor-
mation from neighboring frames, Haris et al. [10] adopt
a unified network to address space-time video super-
resolution (STVSR). STVSR is much more challenging
than the previous two tasks, as the low-resolution neighbor-
ing frames are the only source of information to interpolate
a high-resolution video frame. Along this line of research,
Xiang et al. [31] propose using bidirectional deformable
ConvLSTM to mine useful space-time information from the
input video in an end-to-end fashion. Based on [31], Xu et
al. [32] introduce a temporal modulation block, which al-
lows STVSR to be continuous in the temporal scale. By
contrast, both [10] and [31] support only F-STVSR.

More recently, Chen et al. [6] present the first work on
end-to-end learned C-STVSR, allowing both the spatial and
temporal scales to be continuous. Inspired by [5], which

learns local implicit neural functions for continuous image
super-resolution, their C-STVSR scheme includes a spatial
and a temporal implicit neural function. The former gener-
ates the pixel features at any given spatial coordinates (x, y)
for super-resolution, while the latter predicts the backward
motion for any spatiotemporal coordinates (x, y, t) to prop-
agate temporally the resulting features to time t. Both neu-
ral functions are local; they refer to neighboring latents ex-
tracted from the input video as additional contextual infor-
mation.

3. Proposed Method

Given two low-resolution RGB video frames IL0 , I
L
1 ∈

R3×H×W of size H ×W , our task is to interpolate a high-
resolution video frame IHt ∈ R3×H′×W ′

with an arbitrary
scale s = W ′/W = H ′/H ≥ 1 and at any time t ∈ [0, 1].

3.1. System Overview

Fig. 4 depicts our proposed MoTIF, which comprises
four major components and operates as follows. First, given
IL0 and IL1 , (1) the encoder EI converts them into their
latent representations FL

0 , FL
1 , FL

(0,1) ∈ RC×H×W , where
FL
(0,1) serves as a rough estimate of the feature of the tar-

get frame IHt . Similar to recent STVSR works [32, 6],
we adopt the off-the-shelf video-based encoder from [31],
which fuses information from both IL0 and IL1 in generating
FL
0 , FL

1 and FL
(0,1). Second, (2) the spatial local implicit

neural function (S-INF) is queried to super-resolute FL
0 , FL

1

as FH
0 , FH

1 ∈ RC×H′×W ′
, respectively. Our S-INF fol-

lows the design of LIIF [5]. Third, considering IL0 as sitting
at the origin in time, (3) the motion encoder EM encodes
ML

0→1 ∈ R2×H×W –namely, the forward optical flow map
capturing the forward motion from IL0 to IL1 –together with
its reliability map ZL

0→1 ∈ R3×H×W into TL
0 ∈ RC×H×W .

The optical flow estimation is not always perfect; ZL
0→1 in-

dicates how reliable ML
0→1 is across spatial locations (x, y)

(Section 3.2). Forth, using TL
0 as the motion latent, (4) our

space-time local implicit neural function (ST-INF) renders a
high-resolution, forward motion map M̂H

0→t ∈ R2×H′×W ′

and its reliability map ẐH
0→t ∈ RH′×W ′

according to the
query space-time coordinates (x, y, t). M̂H

0→t specifies the
forward motion of the features in FH

0 and is utilized to for-
ward warp FH

0 to FH
t (Section 3.2). The same motion en-

coding, rendering and warping processes are repeated for
IL1 , in aggregating temporally the information from all the
reference frames. Lastly, we follow [21] to perform softmax
splatting to create FH

t and ZH
t , which are further combined

with FH
(0,1) to decode the high-resolution video frame ÎHt at

time t (Section 3.3). ZH
t indicates how good FH

t is across
spatial locations. It is used to condition the pixel-based de-
coding of the RGB values from FH

t and FH
(0,1).
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Figure 4: The proposed MoTIF for C-STVSR, where the dash double arrows represent the shared-weight networks.

Figure 5: Illustration of low-resolution coordinates (blue
dots) and high-resolution coordinates (green dots).

3.2. Space-time Local Implicit Neural Functions

The very core of our C-STVSR scheme is the space-time
local implicit neural function (ST-INF) in Fig. 4. Our ST-
INF has the striking feature of predicting forward motion
rather than backward motion. That is, it specifies how the
feature at coordinates p = (x, y) in FH

0 or FH
1 are prop-

agated temporally to any designated time t. The forward
motion is represented in the form of displacement vectors
along with their reliability values. For example, to get the
forward motion M̂H

0→t(p) and its reliability value ẐH
0→t(p)

for propagating the feature FH
0 (p) of FH

0 at p = (x, y), it
is queried as follows:

{ẐH
tr→t(p), M̂

H
tr→t(p)} = fθ(vr, p− pr, t− tr), (1)

where vr = TL
0 (pr) is the motion latent at pr = (xr, yr)

that is nearest to the query coordinates p = (x, y), tr = 0
is the temporal location where the reference frame IL0 sits,
and θ is the network parameters. Fig. 5 depicts an example
of the geometrical relationship between p and pr. The sum
p+M̂H

0→t(p) gives the landing location of the query feature

FH
0 (p) at time t. In much the same way, M̂H

1→t(p) and
ẐH
1→t(p) for propagating the feature FH

1 (p) can be obtained
by having in Eq. (1) vr = TL

1 (pr) and tr = 1, i.e. the
temporal location of IL1 .

In Eq. (1), both p = (x, y) and t can take any values. To-
gether they can refer to any space-time coordinates. There-
fore, fθ is able to generate forward motion in a continuous
manner to warp FH

0 , FH
1 of any spatial resolution to any

time instance t ∈ [0, 1]. However, in essence, fθ is a local
function that predicts forward motion in the vicinity of the
reference space-time coordinates pr, tr by referring to the
local motion latent vr.

Learning motion trajectories. Learning forward motion
can be interpreted as learning motion trajectories along the
temporal axis. To see this, in Eq. (1), we fix p = (x, y) at
some coordinates, e.g. p2 in Fig. 2 (b), take tr = 0, and
view fθ as a function of time t. With this setting, the for-
ward motion predicted by fθ specifies a displacement vec-
tor indicating where p2 should appear at time t. Collec-
tively, the displacement vectors evaluated at different time
instances t’s define the motion trajectory of p2. Generally,
this motion trajectory is a smooth function of time and is
relatively easier to approximate. While it is completely fea-
sible to change the output semantics of fθ to learn back-
ward motion, the resulting time function can be discontin-
uous. The reason is illustrated in Fig. 2 (a), where fixing
the query coordinates p at p2, fθ returns at every time in-
stance t a backward displacement vector identifying the lo-
cation of the matching pixel/feature in the reference frame
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at tr = 0. In this case, the displacement vectors evaluated
for the same p2 yet at different time instances t’s may corre-
spond to the distinct motion trajectories of different match-
ing pixels. This suggests that fθ has to model a less smooth
function of time. Section 5.1 presents an ablation study to
justify the use of forward motion.

Learning motion latents. Predicting the forward motion
of a pixel (or a feature vector) at any given p = (x, y) and
for any t is a non-trivial task. We formulate the problem
as learning a fθ that interpolates between forward motion
sampled sparsely in both the spatial and temporal dimen-
sions. This is achieved by providing fθ with the motion
latent that encodes the sparsely sampled forward motion as
the contextual input. Take Eq. (1) as an example, where
fθ is queried to predict the forward motion of FH

0 (p) for
time t. The prediction is conditioned on the nearest motion
latent TL

0 (pr), which captures the forward motion ML
0→1

estimated from IL0 to IL1 in the vicinity of pr. In this work,
we adopt Raft-lite [28] to estimate the forward optical flow
map ML

0→1. Recognizing that the flow estimation is often
not perfect, we follow [19] to quantify the reliability of the
resulting flow map ML

0→1 based on three metrics, including
(1) the intensity warping error, (2) the flow warping error,
and (3) the local variances of the flow map. Further details
of these metrics are provided in the supplementary docu-
ment. The reliability evaluation with each of these metrics
yields a real-valued map of size the same as ML

0→1, reflect-
ing the reliability of ML

0→1 across spatial locations. These
maps are concatenated channel-wisely to form ZL

0→1, which
is encoded jointly with ML

0→1 by the motion encoder EM as
TL
0 . Section 5.1 shows that ZL

0→1 benefits fθ considerably
in interpolating forward motion.

3.3. Multi-Frame Forward Warping

To come up with a prediction of FH
t for decoding a high-

resolution video frame ÎHt at time t, we aggregate tempo-
rally FH

0 , FH
1 , each of which represents the high-resolution

feature of a reference frame (Fig. 4). Inspired by [21], we
adopt softmax splatting to resolve the potential issue that
multiple features from FH

0 , FH
1 or both may be forward

warped to the same location in FH
t . Considering that our

task is to interpolate and super-resolute a new frame from
the ground up, we perform softmax splatting after FH

0 , FH
1

have both been forward warped to time t. Our approach dif-
fers from [21], which targets video frame interpolation and
applies softmax splatting separately to individual reference
frames for late fusion. In symbols, we have

FH
t (p) =

1∑
i=0

∑
q

b(u) · exp (α · ẐH
i→t(q)) · FH

i (q)
1∑

i=0

∑
q
b(u) · exp (α · ẐH

i→t(q))

, (2)

where the feature FH
t (p) of FH

t at p is formulated as a
weighted sum of all the reference features FH

0 (q), FH
1 (q),

with the weighting determined by the distance u = p−(q+
M̂H

i→t(q)), the bilinear kernel b(u) = max(0, 1 − |ux|) ·
max(0, 1 − |uy|), as well as the reliability ẐH

i→t(q) of the
forward motion at q. α = −20 is the temperature of the
softmax operation. Since the bilinear kernel has a finite sup-
port, only those FH

0 (q), FH
1 (q) warped to the neighborhood

of p will actually contribute to the evaluation of FH
t (p).

Additionally, we generate a map ZH
t to indicate how

good FH
t is across spatial locations. Intuitively, if FH

t (p) is
synthesized from those FH

0 (q), FH
1 (q) whose forward mo-

tion is unreliable, the quality of FH
t (p) should be down-

graded. ZH
t (p) serves as a conditioning factor for decoding

the RGB values at p, and is obtained by

ZH
t (p) = max

i=0,1
max

q
b(u) · exp (α · ẐH

i−→t(q)), (3)

which takes the maximum value among the (unnormalized)
contributing weights from FH

0 (q), FH
1 (q). When none of

these contributing FH
0 (q), FH

1 (q) has reliable forward mo-
tion, the quality of FH

t (p) is regarded as poor.
To synthesize a high-resolution video frame ÎHt , we im-

plement a pixel-wise decoder that incorporates a multi-layer
perceptron. It decodes the RGB values at p by taking as in-
puts FH

t (p), FH
(0,1)(p), Z

H
t (p), and t (the rightmost part of

Fig. 4).

3.4. Training Objective

We train our MoTIF end-to-end with the following ob-
jective:

L = Lchar(Î
H
t , IHt ) + β

1∑
i=0

Lchar(M̂
H
i→t,M

H
i→t), (4)

where Lchar(x̂, x) =
√

∥x̂− x∥2 + ϵ2 is the Charbonnier
loss [12] and β is a hyper-parameter. ϵ, β are set empirically
to 10−3 and 0.01, respectively. Our objective requires both
the decoded frame ÎHt and the predicted forward motion
M̂H

i→t to approximate their respective ground-truths.

3.5. Comparison with Prior Works

Both our MoTIF and VideoINR [6] use implicit neu-
ral functions to tackle space-time video super-resolution
(STVSR). As illustrated in Fig. 1, our MoTIF differs from
VideoINR [6] in three significant ways:

First, for the C-STVSR task, our MoTIF uses forward
motion rather than backward motion. This aspect in its own
right has a significant impact on the quality of the generated
videos (Section 5.1 and Table 4).

Second, our MoTIF models motion explicitly rather than
implicitly. This allows our ST-INF to directly learn to in-
terpolate between motion trajectories derived from a pre-
trained optical flow estimation model. The supplementary
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document provides additional results, showing that our Mo-
TIF can work well with well-behaved, off-the-shelf optical
flow estimation networks. Using explicit motion also al-
lows us to evaluate the reliability information ZL

0→1, Z
L
1→0

based on the input video for better predicting ẐH
0→t, Ẑ

H
1→t

(see Fig. 4).
Third, our MoTIF introduces the reliability-aware splat-

ting and decoding schemes, which are not seen in
VideoINR [6]. Their benefits are studied in Section 5.1 and
Table 6.

Different from [21], our reliability-aware splatting
adopts early fusion of reference frames by forward warp-
ing all the reference features to the target frame according
to Eq. (2). In contrast, [21] applies softmax splatting to each
individual reference frame, followed by late fusing the re-
sults with a synthesis network. Our reliability-aware decod-
ing scheme, which incorporates the reliability information
for decoding (Eq. (3)) is not seen in [21].

4. Experiments
To our best knowledge, VideoINR [6] is the only prior

work that addresses specifically C-STVSR. We thus follow
its training and test protocols, unless otherwise specified.
VideoINR [6] is also included as the major baseline method.

Training Datasets. We train our model on Adobe240
dataset[26], which contains 133 720P hand-held videos. Of
these videos, 100 are used for training, 16 for validation,
and 17 for test. In each video, we take 9 consecutive frames
to form a training sample, where the 1st and 9th frames are
bicubic down-sampled and used as the low-resolution, low-
frame-rate input.

Evaluation. We compare the competing methods on
Vid4 [15], Adobe240 [26], and Gopro [18] datasets. Un-
less otherwise specified, the spatial scaling factor defaults
to 4. On Vid4, the temporal scaling factor is fixed at 2
to test single-frame interpolation. On Adobe240-average
and Gopro-average, the temporal scaling factor is set to 8
for multi-frame interpolation. Under the same setting, we
also report results on Adobe240-center and Gopro-center
for only the 1st, 4th and 9th frames (namely, single-frame
interpolation).

Baselines and Quality Metrics. The baseline meth-
ods include (1) two-stage F-STVSR methods, namely
video frame interpolation (SuperSloMo [11], QVI [33],
DAIN [2]) plus video super-resolution (Bicubic Interpola-
tion, EDVR [30], BasicVSR [4]); (2) one-stage F-STVSR
methods (Zooming SloMo [31]); (3) two-stage C-STVSR
methods, namely continuous video frame interpolation (Su-
perSloMo [11], DAIN [2]) plus continuous image super-
resolution (LIIF [5]); (4) one-stage C-STVSR methods
(VideoINR [6]); and (5) TMNet [32]. The quality metrics

are Peak Signal-to-Noise Ratio (PSNR) and Structural Sim-
ilarity Index (SSIM) on the Y channel.

Implementation and Training Details. We adopt the
same two-stage training strategy as VideoINR [6]. The
spatial scaling factor is set to 4 for the first 450,000 itera-
tions, and is chosen uniformly from [1, 4] in the following
150,000 iterations. The training batch size is 24; within
each batch, every input frame is down-sampled spatially
by the same factor and cropped to 32 × 32. For training
stability, we use the ground-truth forward motion in place
of the predicted forward motion with a certain probabil-
ity, the value of which is attenuated from 1 to 0 in the
first 150,000 iterations. We adopt Adam optimizer with
β1 = 0.9, β2 = 0.999 and cosine annealing to decay the
learning rate from 10−4 to 10−7 for every 150,000 iter-
ations. For data augmentation, we perform random rota-
tion and horizontal-flipping. Both our S-INF and ST-INF
(Fig. 4) are implemented with 3-layer SIRENs [25], the hid-
den dimensions of which are 64, 64, and 256. More network
details are in the supplementary document.

4.1. Comparison with State-of-the-art Methods

Table 1 presents qualitative results, comparing the com-
peting methods on the F-STVSR task. Both VideoINR [6]
and our MoTIF are trained for C-STVSR, whereas the other
methods are trained for F-STVSR and their results are ex-
cerpted from [6]. Notably, VideoINR-fixed is trained specif-
ically for single-frame interpolation. From Table 1, sev-
eral observations can be made. (1) Our MoTIF outper-
forms VideoINR [6] in all the test cases. It also outper-
forms VideoINR-fixed, although not trained for F-STVSR.
(2) While both VideoINR [6] and our MoTIF adopt the
same EI encoder from Zooming SloMo [31], VideoINR [6]
performs worse than Zooming SloMo [31] under the single-
frame interpolation on Vid4, GoPro-Center, and Adobe-
Center; on the contrary, our MoTIF is superior to Zoom-
ing SloMo [31]. (3) On Vid4, our MoTIF performs slightly
worse than TMNet [32]. This may be because TMNet [32]
is trained on Vimeo-90K dataset [35], which shares sim-
ilar characteristics to Vid4. (4) All the one-stage meth-
ods (our MoTIF, [32, 6, 31]) performs better than the two-
stage methods (video frame interpolation plus video super-
resolution) due to end-to-end optimization. (5) Our Mo-
TIF (with Raft-lite [28] included) has a similar model size
to VideoINR [6]. Section 5 further shows that MoTIF (in-
cluding Raft) has comparable or even lower GMACs than
VideoINR, and thus similar or higher FPS.

Table 3 further presents results on the C-STVSR task,
with most of the spatiotemproal scaling factors not seen
during training. Except TMNet [32], which supports con-
tinuous temporal scaling but only 4x spatial scaling, all the
methods are able to achieve C-STVSR. Again, our MoTIF
achieves the best performance in all the test cases, con-
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Table 1: Performance comparison on the F-STVSR task. Red, blue, and green indicate the best, the second best, and the third
best performance, respectively. Quality metrics: PSNR/SSIM.

VFI VSR Vid4 GoPro-Center GoPro-Average Adobe-Center Adobe-Average Parameters
Method Method (Millions)

SuperSloMo [11] Bicubic 22.42 / 0.5645 27.04 / 0.7937 26.06 / 0.7720 26.09 / 0.7435 25.29 / 0.7279 19.8
SuperSloMo [11] EDVR[30] 23.01 / 0.6136 28.24 / 0.8322 26.30 / 0.7960 27.25 / 0.7972 25.95 / 0.7682 19.8+20.7
SuperSloMo [11] BasicVSR [4] 23.17 / 0.6159 28.23 / 0.8308 26.36 / 0.7977 27.28 / 0.7961 25.94 / 0.7679 19.8+6.3

QVI [33] Bicubic [30] 22.11 / 0.5498 26.50 / 0.7791 25.41 / 0.7554 25.57 / 0.7324 24.72 / 0.7114 29.2
QVI [33] EDVR [30] 23.60 / 0.6471 27.43 / 0.8081 25.55 / 0.7739 26.40 / 0.7692 25.09 / 0.7406 29.2+20.7
QVI [33] BasicVSR [4] 23.15 / 0.6428 27.44 / 0.8070 26.27 / 0.7955 26.43 / 0.7682 25.20 / 0.7421 29.2+6.3

DAIN [2] Bicubic 22.57 / 0.5732 26.92 / 0.7911 26.11 / 0.7740 26.01 / 0.7461 25.40 / 0.7321 24.0
DAIN [2] EDVR [30] 23.48 / 0.6547 28.01 / 0.8239 26.37 / 0.7964 27.06 / 0.7895 26.01 / 0.7703 24.0+20.7
DAIN [2] BasicVSR [4] 23.43 / 0.6514 28.00 / 0.8227 26.46 / 0.7966 27.07 / 0.7890 26.23 / 0.7725 24.0+6.3

Zooming SlowMo [31] 25.72 / 0.7717 30.69 / 0.8847 - / - 30.26 / 0.8821 - / - 11.10
TMNet [32] 25.96 / 0.7803 30.14 / 0.8692 28.83 / 0.8514 29.41 / 0.8524 28.30 / 0.8354 12.26

VideoINR-fixed [6] 25.78 / 0.7730 30.73 / 0.8850 - / - 30.21 / 0.8805 - / - 11.31
VideoINR [6] 25.61 / 0.7709 30.26 / 0.8792 29.41 / 0.8669 29.92 / 0.8746 29.27 / 0.8651 11.31

Ours 25.79 / 0.7745 31.04 / 0.8877 30.04 / 0.8773 30.63 / 0.8839 29.82 / 0.8750 12.55

Table 2: PSNR/SSIM performance comparison on the C-STVSR task (on Gopro). Bold indicates the best performance.

Temporal Scale Spatial Scale SuperSloMo [11] + LIIF [5] DAIN [2] + LIIF [5] TMNet [32] VideoINR [6] Ours

×6 ×4 26.70 / 0.7988 26.71 / 0.7998 30.49 / 0.8861 30.78 / 0.8954 31.56 / 0.9064
×6 ×6 23.47 / 0.6931 23.36 / 0.6902 - 25.56 / 0.7671 29.36 / 0.8505
×6 ×12 21.92 / 0.6495 22.01 / 0.6499 - 24.02 / 0.6900 25.81 / 0.7330

×12 ×4 25.07 / 0.7491 25.14 / 0.7497 26.38 / 0.7931 27.32 / 0.8141 27.77 / 0.8230
×12 ×6 22.91 / 0.6783 22.92 / 0.6785 - 24.68 / 0.7358 26.78 / 0.7908
×12 ×12 21.61 / 0.6457 21.78 / 0.6473 - 23.70 / 0.6830 24.72 / 0.7108

×16 ×4 24.42 / 0.7296 24.20 / 0.7244 24.72 / 0.7526 25.81 / 0.7739 25.98 / 0.7758
×16 ×6 23.28 / 0.6883 22.80 / 0.6722 - 23.86 / 0.7123 25.34 / 0.7527
×16 ×12 21.80 / 0.6481 22.22 / 0.6420 - 22.88 / 0.6659 23.88 / 0.6923

×6 ×1 - - - 32.34 / 0.9545 34.77 / 0.9696

×1 ×4 - - 33.02 / 0.9206 32.26 / 0.9198 33.84 / 0.9328

firming its better generalization to unseen scaling factors.
Notably, on the video frame interpolation task (i.e. tempo-
ral scale = 6 and spatial scale = 1), MoTIF outperforms
VideoINR [6] by 2.5dB in terms of PSNR. This underlines
the merit of using forward motion for better modeling.

In Fig. 6, our MoTIF shows consistently better subjective
quality than VideoINR [6]. More results are provided in the
supplementary document.

5. Complexity Comparison
Table 3 characterizes the complexity of the competing

methods [31, 32, 6]. We follow [31] to report frames per
second (FPS) on Vid4 [15] dataset; that is, FPS is evalu-
ated to be the ratio of the total number of output frames
to the total runtime for processing the entire dataset. We
also report the corresponding multiply-accumulate (MAC)
operations per frame. These numbers are evaluated on one
Tesla V100. From Table 3, our MoTIF has comparable FPS
and GMACs to the other baseline methods on the lower-
scale tasks (i.e. temporal scale = 2 and spatial scale = 4)
while showing higher FPS and lower GMACs than the base-

line methods on the tasks with higher temporal and spatial
scales.

Note that when we increase the temporal scale while
fixing the spatial scale, the FPS increases and the MAC
per frame decreases. The same observation holds true for
all the competing methods. This is because higher tem-
poral scales invoke less frequent feature extraction to gen-
erate FL

0 , FL
1 , FL

(0,1). For example, a temporal scale of
16 (respectively, 2) implies that the feature extraction pro-
cess is invoked only once every 16 frames (respectively, 2
frames). Given that the total number of frames to be pro-
cessed is fixed, more frequent feature extraction leads to
lower FPS and higher GMACs per frame. It is also seen
that the complexity advantage of our MoTIF over VideoINR
becomes more obvious when the temporal scale becomes
higher and the spatial scale remains fixed. This is mainly
because VideoINR backward warps the latent representa-
tions FH

0 , FH
1 , FH

(0,1) ∈ RC×H′×W ′
simultaneously and

this operation is done twice. In comparison, our MoTIF for-
ward warps the latent FH

0 , FH
1 ∈ RC×H′×W ′

individually
and this operation is done only once.
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VideoINR [6]

Ours

T=0 T=0.125 T=0.25 T=0.375 T=0.5 T=0.625 T=0.75 T=0.875

VideoINR [6]

Ours

T=0 T=0.17 T=0.33 T=0.50 T=0.67 T=0.83

Figure 6: Subjective quality comparison. The temporal scaling factor of the upper example is 8 (in-distribution), whereas
that of the lower example is 6 (out-of-distribution). Zoom in for better visualization.

Table 3: Complexity comparison on the C-STVSR task. Red indicates the best performance. Complexity metrics: FPS (↑)
/ GMACs (↓) per frame. The FPS and GMACs are evaluated based on processing the entire Vid4 [15] dataset on one Tesla
V100.

Temporal Scale Spatial Scale ZSM [31] TMNet[32] VideoINR[6] Ours

×2 ×4 25.52 / 42.27 24.75 / 45.36 16.05 / 51.18 15.15 / 52.11
×4 ×4 - 23.68 / 46.30 21.69 / 36.59 20.70 / 33.90
×8 ×4 - 22.84 / 46.57 26.17 / 26.65 27.71 / 21.49
×16 ×4 - 21.54 / 48.15 29.06 / 21.50 42.50 / 14.69

×2 ×6 - - 11.76 / 69.51 13.59 / 70.82
×4 ×6 - - 15.13 / 54.93 17.51 / 47.91
×8 ×6 - - 17.63 / 44.85 21.20 / 32.54
×16 ×6 - - 18.14 / 40.18 25.20 / 24.46

×2 ×8 - - 9.24 / 95.19 10.72 / 97.44
×4 ×8 - - 10.40 / 80.61 13.84 / 68.95
×8 ×8 - - 11.93 / 70.34 16.30 / 49.22
×16 ×8 - - 14.09 / 66.32 23.93 / 35.49

5.1. Ablation Experiments

Backward vs. Forward Motion. Table 4 presents results
for an ablation experiment that replaces forward motion
with backward motion in our MoTIF. This replacement in-
cludes the following changes: (1) learning ST-INF to pre-
dicting backward motion M̂H

t→0, M̂
H
t→1 and their reliabil-

ity maps ẐH
t→0, Ẑ

H
t→1, (2) applying backward warping with

M̂H
t→0, M̂

H
t→1 to each reference feature FH

0 , FH
1 , and (3)

synthesizing a high-resolution video frame ÎHt by taking as
inputs the two backward warped reference features, their
warped reliability maps, FH

(0,1), and t. From Table 4, using

backward motion instead of forward motion in MoTIF re-
sults in a considerable PSNR drop (0.4-1dB) across the test
cases. Our supplementary document provides additional
Fourier analyses to compare forward and backward motion.
Implicit vs. Explicit Motion Modeling. Table 5 presents
ablation results based on predicting the high-resolution for-
ward motion without using a pre-trained optical flow esti-
mation network, i.e. the implicit motion modeling. In this
case, FL

0 , FL
1 (see Fig. 4) are used as inputs to our ST-INF.

Compared with the explicit method, the implicit method
has 0.1-0.4dB PSNR loss. Notably, even with the implicit
method, MoTIF outperforms VideoINR by 0.1-0.4dB in
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Table 4: Backward vs. forward motion in MoTIF. Quality
metrics: PSNR/SSIM. Bold indicates the best performance.

Backward Forward

Vid4 25.35 / 0.7696 25.79 / 0.7745
GoPro-Center 29.98 / 0.8765 31.04 / 0.8877
GoPro-Average 29.38 / 0.8693 30.04 / 0.8773
Adobe-Center 29.73 / 0.8723 30.63 / 0.8839
Adobe-Average 29.14 / 0.8658 29.82 / 0.8750

Table 5: Explicit vs. implicit motion modeling in MoTIF.
Quality metrics: PSNR/SSIM. Bold indicates the best per-
formance.

VideoINR MoTIF (Implicit) MoTIF (Explicit)

Vid4 25.61 / 0.7709 25.71 / 0.7721 25.79 / 0.7745
GoPro-Center 30.26 / 0.8792 30.58 / 0.8856 31.04 / 0.8877
GoPro-Average 29.41 / 0.8669 29.81 / 0.8744 30.04 / 0.8773
Adobe-Center 29.92 / 0.8746 30.24 / 0.8796 30.63 / 0.8839
Adobe-Average 29.27 / 0.8651 29.59 / 0.8719 29.82 / 0.8750

PSNR, suggesting that the other components of MoTIF are
essential.

Feature Warping and Reliability Maps. Table 6
presents ablation results to understand the contributions of
different components in MoTIF. Four variants of MoTIF
are investigated, including (a) using only FH

(0,1) for decod-
ing, (b) using both FH

(0,1) and FH
t for decoding, (c) using

FH
(0,1), F

H
t for decoding while encoding the reliability maps

ZL
0→1, Z

L
1→0 of forward motion into the motion latents, and

(d) the full model (i.e. variant (c) plus ZH
t ). From Table 6,

the considerable PSNR gain of (b) over (a) indicates that
our ST-INF is effective in interpolating forward motion for
propagating the reference features. The incremental im-
provement from (b) to (c) suggests that the reliability maps
ZL
0→1, Z

L
1→0 help to improve the quality of the interpolated

forward motion. Last but not least, the additional use of ZH
t

in the decoding process ((d) vs. (c)) does allow the decoder
to better combine FH

(0,1) and FH
t .

Tri-linear Motion and More Reference Frames. Ta-
ble 7 investigates the benefits of our space-time implicit
neural function (ST-INF) by comparing its performance
with tri-linear motion interpolation and by showing its ap-
plicability to more reference frames. From Table 7, we
observe that when ST-INF is replaced with tri-linear mo-
tion interpolation–i.e., M̂H

0→t, M̂
H
1→t are interpolated tri-

linearly from ML
0→1,M

L
1→0, respectively–the performance

drops by 0.1-0.2dB in PSNR. Although ST-INF provides
seemingly moderate gain, its advantage becomes obvious
when the number of reference frames goes beyond two.
In this case, ST-INF can benefit from encoding more for-
ward motion into the motion latents. Conceptually, this
amounts to taking more forward motion samples, which
help to construct accurate motion trajectories. In the
ablation experiment, two more reference frames IL−1, I

L
2

Table 6: Ablation experiment on individual components.
(d) is the proposed MoTIF. Quality metric: PSNR.

Settings (a) (b) (c) (d)

FH
(0,1)

V V V V
FH
t V V V

ZL
0 , ZL

1 V V
ZH
t V

Vid4 22.38 25.26 25.61 25.79
Gopro-Center 26.68 30.54 30.97 31.04
Gopro-Average 26.44 29.72 29.97 30.08
Adobe-Center 25.82 30.04 30.49 30.63
Adobe-Average 25.61 29.40 29.68 29.82

Table 7: Ablation experiment on tri-linear motion inter-
polation and multiple reference frames. Quality metrics:
PSNR/SSIM.

Tri-linear Motion Ours (2 ref.) Ours (4 ref.)

Vid4 25.57 / 0.7728 25.79 / 0.7745 26.32 / 0.7864
GoPro-Center 30.89 / 0.8860 30.96 / 0.8868 31.44 / 0.9003
GoPro-Average 29.93 / 0.8759 30.08 / 0.8780 30.77 / 0.8948
Adobe-Center 30.42 / 0.8818 30.63 / 0.8839 31.03 / 0.8919
Adobe-Average 29.64 / 0.8727 29.82 / 0.8750 30.37 / 0.8849

are made available; we thus encode jointly information
from {ML

0→i, Z
L
0→i}i=−1,1,2 as TL

0 , and information from
{ML

1→i, Z
L
1→i}i=−1,0,2 as TL

1 . As a consequence, the
PSNR improves by 0.5-0.7dB. We expect the gain to be
even higher if we generate more motion latents to propa-
gate information from these extra reference frames (instead
of only IL0 , I

L
1 ). The simple tri-linear motion interpolation

cannot benefit similarly from having more reference frames.

6. Conclusion

This paper introduces a C-STVSR framework, known as
MoTIF. It features a space-time implicit neural function for
encoding forward motion, and a reliability-aware splatting
and decoding scheme for fusing spatiotemporal information
from multiple reference frames. We show that learning for-
ward motion amounts to learning individual motion trajec-
tories rather than a mixture of motion trajectories as with
learning backward motion. In addition, for better aggregat-
ing temporal information via forward warping, performing
splatting and decoding based on the reliability of forward
motion is crucial. With all these techniques combined, Mo-
TIF demonstrates superior quantitative and qualitative per-
formance to the state-of-the-art methods for C-STVSR.
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