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Abstract

Audio-visual navigation is an audio-targeted wayfinding task where a robot agent is entailed to travel a never-before-seen 3D environment towards the sounding source. In this article, we present ORAN, an omnidirectional audio-visual navigator based on cross-task navigation skill transfer. In particular, ORAN sharpens its two basic abilities for such a challenging task, namely wayfinding and audio-visual information gathering. First, ORAN is trained with a confidence-aware cross-task policy distillation (CCPD) strategy. CCPD transfers the fundamental, point-to-point wayfinding skill that is well trained on the large-scale PointGoal task to ORAN, so as to help ORAN to better master audio-visual navigation with far fewer training samples. To improve the efficiency of knowledge transfer and address the domain gap, CCPD is made to be adaptive to the decision confidence of the teacher policy. Second, ORAN is equipped with an omnidirectional information gathering (OIG) mechanism, i.e., gleaning visual-acoustic observations from different directions before decision-making. As a result, ORAN yields more robust navigation behaviour. Taking CCPD and OIG together, ORAN significantly outperforms previous competitors. After the model ensemble, we got 1st in Soundspaces Challenge 2022, improving SPL and SR by 53% and 35% relatively.

1. Introduction

Developing intelligent autonomous wayfinding agents that can robustly navigate in unexplored environments to reach target locations is one of the most classic and fundamental tasks in robotics and is widely viewed as a critical building block of embodied AI. To simulate different real-world application scenarios of wayfinding agents, various navigation tasks are proposed, where the target goal is appointed by, for example, GPS coordinate [42, 27, 26], semantic tag [57, 8, 9, 40], visual language instruction [23, 36, 4, 25, 3, 38, 30, 56, 37, 2, 55, 47, 49, 48, 15], image photo [10, 1, 34, 29]. Among these navigation tasks, in this article, we are particularly interested in audio-visual navigation (also named as AudioGoal) [12, 19], in which the navigation agent is entailed to find sound-emitting objects in visually-and-acoustically rich 3D environments. Audio plays an irreplaceable role here – it reveals not only the
In this article, we develop ORAN, an omnidirectional audio-visual navigation agent based on cross-task wayfinding skill transfer. As shown in Figure 1, ORAN advances state-of-the-art technologies for AudioGoal in two aspects, namely wayfinding and visual-audio information gathering. Our technique innovations are born from two crucial insights. First, besides comprehending the received visual and audio signals, a successful AudioGoal agent needs to master some very basic wayfinding skills, such as precisely moving towards a short-term target, safely travelling without collision, and entering/leaving a room through the door. It is clear that these basic wayfinding skills are shared among different wayfinding tasks. Hence it is reasonable to assume that an AudioGoal agent can benefit from the knowledge of a high-performance navigator that is already well-trained on other navigation tasks, especially considering that the training samples of AudioGoal are relatively limited, while AudioGoal itself is a very challenging task. Second, it is natural for our human to turn around upon hearing a sound behind us, or turn our head to find out what we have heard [5]. In sharp contrast, existing AudioGoal agents only make use of visual-audio information perceived forward during navigation decision-making. It is clear that there exists a huge gap between such a simple, forward-only perception regime between the omnidirectional decision-making mode (particularly for those top-down map-based AudioGoal agents [13, 24]).

Our ORAN is elaborately designed to be fully aware of the aforementioned issues, so as to sharpen its wayfinding and visual-audio information-gathering abilities. First, ORAN is trained with a Confidence-aware Cross-task Policy Distillation (CCPD) strategy. CCPD allows ORAN to transfer the navigation knowledge learned on PointGoal to AudioGoal. Recently, PointGoal [41, 45] has seen significant advance – with millions of frames of experience and assistance of a GPS+Compass sensor, PointGoal agents can achieve nearly perfect navigation performance, given the coordinates of starting and target locations [50, 35]. During the training of AudioGoal, we consider the behaviours of a well-trained PointGoal agent, queried with the same starting and target waypoint locations, as informative demonstrations for ORAN. The reuse of the navigation knowledge relieves ORAN’s burden of learning to both master basic navigation skills and how to understand and plan with visual-audio perception. Moreover, to further better overcome the domain gap between the two tasks and improve the efficiency of such cross-task navigation knowledge transfer, we render larger weights to those more confident steps of the PointGoal policy during policy distillation. Second, ORAN is empowered with an omnidirectional information gathering (OIG) ability. OIG enables ORAN to make use of acoustic-visual information collected from different directions, instead of the only direction it is facing, to support its omnidirectional navigation decision-making.

We experimentally demonstrate that combining CCPD and OIG together makes our ORAN a powerful AudioGoal navigator, which sets state-of-the-art performance on Soundspace Challenge dataset [12], e.g., >10% absolute lifting in SPL on unhead sets. Moreover, after model assembling, ORAN yields further 12% absolute promotion in SPL. The fused model won 1st on the Soundspace challenge 2022 [12] and improves SPL by 53% and SR by 35% relatively.

2. Related Work

Audio-visual Navigation. The audio-visual Navigation task, also referred to as AudioGoal navigation involves the exploration of unfamiliar surroundings, utilizing both visual and auditory cues in order to navigate towards a designated sound source. Various platforms are developed for simulating indoor audio-visual environments. For instance, VAR [19] employs the AI2-THOR [32] platform as a foundation to construct a simulated audio-visual navigation environment. Soundspace [12], on the other hand, utilizes the Habitat [45, 41] simulator to create a photorealistic indoor environment that includes acoustic simulation. Additionally, Soundspace2.0 [14] allows for the continuous visual and acoustic simulation of arbitrary mesh indoor data.

To address the AudioGoal task, the majority of studies employ RL for training deep learning policies. For instance, AV-Nav [12] employs the Proximal Policy Optimization (PPO) RL algorithm [42] to train an LSTM model that predicts low-level actions (e.g., turning left, moving forward) based on raw RGB/depth images and audio spectrograms at the current step. SAVI [11] incorporates a goal descriptor network for sound source direction prediction and a transformer for sequence modelling, aimed at addressing the audio-visual navigation problem with a temporary sound source. Inspired by the study in other acoustic area [44, 21, 6, 17, 31], [53] proposes sound attackers as a means of enhancing the model’s robustness in real-world scenarios. [46] introduces an agent capable of performing various navigational tasks, encompassing audio signals as well. Additionally, the incorporation of occupancy maps
into the model is introduced in the works of [19, 13]. The agent predicts intermediate goals on the map and utilizes a graph-based shortest path algorithm to reach the intended position. The implementation of these techniques reduces decision-making times, thus enhancing the agent’s long-term navigation performance. The objective of this paper is to enhance the dependability and efficacy for the occupancy-map-based AudioGoal model.

**PointGoal Navigation.** PointGoal navigation is a classic problem in the robotics area. The objective of the task is for an agent to traverse from a randomized point of origin to a designated target location within an unfamiliar environment using GPS and visual data. The traditional way is to compose this task into several sub-tasks, e.g., mapping, planning and control. Recently, [30] found that this task can be solved with RL based end-to-end model. After training with a large number of samples, the RNN-based navigation policy can achieve near-perfect performance. [52] proposes to apply the visual encoder of the PointGoal policy to other visual navigation tasks. [35] proposes to use the visual odometry module for PointGoal navigation in the presence of noise, which yields outstanding results. In this paper, we utilize the basic navigation knowledge in the PointGoal policy to improve the ability of the AudioGoal policy.

**Policy Distillation.** The knowledge distillation technique is widely studied in different deep learning area [16, 54, 20, 51], which aims to improve the performance of the student model by having it learn from the insights and knowledge acquired by the more complex and accurate teacher model. In RL, transferring knowledge from teacher policies has attracted great research interests. In particular, a student policy is trained to match the state-dependent probability distribution over actions provided by the teacher, while the student policy is usually of lighter architecture for faster inference. [22] devised an online policy distillation paradigm that enables student policies to have better adversarial robustness. Recently, [18] designed a teacher reward-based method for better leveraging imperfect teachers. [39] introduces frame importance analysis for the policy distillation training. In [33], they propose a dual policy distillation, in which two learners extract knowledge from each other to enhance their learning. In this paper, we apply policy distillation to transfer knowledge from PointGoal to AudioGoal. So far, cross-task policy distillation has been less studied in the field of embodied navigation.

### 3. Our Approach

We propose **ORAN**, a powerful AudioGoal navigation agent built with two essential technique contributions, namely i) confidence-aware cross-task policy distillation (CCPD, §3.2), and ii) omnidirectional visual-audio information gathering (OIG, §3.3), as shown in Figure 3. Before elaborating on the algorithm details, we first provide an overview of our task setup and basic architecture (§3.1).

#### 3.1. Problem Setup and Basic Architecture

**Problem Setup.** In the AudioGoal navigation task [12, 19], the agent is initially located at position $p_0$ in a 3D environment that is partially observable. The agent’s objective is to navigate to a persistent sounding target located at $p_r$. This task is typically formulated as a partially observable Markov decision process (POMDP) represented by a 7-tuple, \( \{ S, A, \Omega, O, T, R, \gamma \} \), where $S$, $A$, and $\Omega$ denote sets of states, actions, and observations, respectively. The observation function $o_t = O(s_t)$ maps the current state to an observation, where $o_t \in \Omega$ and $s_t \in S$. The state transition function $s_{t+1} = T(s_t, a_t)$ describes the evolution of the system, where $a_t \in A$. The reward function $r_t = R(s_t, a_t)$ assigns a scalar reward to the agent’s action at time $t$, and $\gamma$ is the discount factor used to weight future rewards. The navigation policy $\pi : \Omega \rightarrow \Delta^{|A|}$ outputs the distribution of actions based on the current observation. The training target is to approach the optimal policy $\pi^*$:

\[
\pi^* = \text{argmax}_{\bar{\pi}} \mathbb{E}_{s_t \sim \bar{\pi}}[\mathbb{E}_{a_t \sim \bar{\pi}} r_t].
\]

**Basic Architecture.** As depicted in Figure 2, the basic process of navigation can be formulated as the iterative execution of three steps, i.e., observation, decision and state transition.
Figure 3: The overview of ORAN. There are two main components of the proposed ORAN, i.e., OIG (in left) and CCPD (in right). The CCPD transfers the navigation knowledge from a PointGoal agent during training, and OIG gathers omnidirectional information during inference. The OIG and CCPD together make the ORAN a powerful AudioGoal agent.

for occupied/free areas. Similarly, based on binaural audio perception $b_t$, a global acoustic map $i_t$ is updated, which stores all sound intensities and their corresponding locations. The observation function can be formulated as:

$$o_t = O(a_t) = (g_t, i_t, b_t).$$  \hspace{1cm} (2)

• **Decision** $\pi_A(o_t)$: A parameterized AudioGoal policy $\pi_A$ predicts the next short-term navigation goal $a_t$ based on multimodal cues and partial maps. We apply $\pi_A$ as a GRU-based waypoint predictor to approximate $\pi^*$, which generates the next short-term navigation goal. $\pi_A$ takes the current observation $o_t$ as input and outputs a score map $M_t$ of size $m \times m$, representing the probability distribution for the next waypoint:

$$M_t = \pi_A(o_t).$$  \hspace{1cm} (3)

$M_t$ represents a set of $m \times m$ candidate waypoints and their associated action probabilities within a region centered around the agent. The waypoint predictor, denoted as $\pi_A$, is trained using reinforcement learning to predict actions at the waypoint level. Essentially, $\pi_A$ serves as the AudioGoal navigation policy for action prediction. We sample the next waypoint $a_t$ from $M_t$ based on the probability predicted by $\pi_A$.

• **State Transition** $T(s_t, a_t)$: The agent plans the shortest feasible path to the waypoint and executes the plan using low-level actions to obtain the new navigation state $s_{t+1}$. After selecting the waypoint $a_t$, the agent computes the shortest path from its current position to $a_t$ using Dijkstra’s algorithm. It then moves towards $a_t$ by executing a sequence of low-level actions. This process is repeated until the agent either selects its standing location as the next waypoint or reaches a navigation step limit.

Based on this waypoint-based scheme, ORAN further improves its waypoint navigation policy through CCPD (§3.2), and changes its forward-only perception with 90-degree field of view to an omnidirectional visual-audio information gathering mode – OIG (§3.3).

### 3.2. Confidence-Aware Cross-task Policy Distillation

The PointGoal navigation policy is a valuable source of knowledge for indoor navigation. To transfer this knowledge, we propose using CCPD, which leverages a PointGoal policy ($\pi_P$) as a teacher to guide the training process of an AudioGoal policy ($\pi_A$). In each episode, the target $p_T$ for $\pi_P$ and $\pi_A$ is set to the same position, allowing them to share the same optimal policy $\pi^*$. Since $\pi_P$ is trained using a large-scale training samples and achieves near-perfect performance, it provides a more accurate estimation of $\pi^*$. So we train $\pi_A$ to imitate the actions of $\pi_P$, using policy distillation. The training target can be defined as follows:

$$\pi_A^* = \arg\min_{\pi_A} E_T[D(\pi_A, \pi_P)],$$  \hspace{1cm} (4)

where $D(\cdot, \cdot)$ is a distance metric function, and $T = \{o_1, o_2, \ldots, o_T\}$ are the observations from a sampled trajectory via a control policy. We utilize $\pi_A$ as the control policy to implement student-forcing sampling, which helps to reduce the distribution distance between training and inference, as mentioned in multiple works [18, 33]. We set $D(\cdot, \cdot)$ as the KL divergence function and the loss function of policy distillation can be defined as:

$$L_D = E_T[D_{KL}(\pi_A, \pi_P)].$$  \hspace{1cm} (5)
However, the intrinsic differences between the AudioGoal and PointGoal tasks create a domain gap between the policies $\pi_A$ and $\pi_P$. Applying distillation supervision $\mathcal{L}_D$ over all actions in a trajectory can introduce unnecessary bias due to this gap. To mitigate this side effect, we propose selecting a subset of steps for distillation based on the action confidence of $\pi_P$, i.e., the confidence-aware reweighting mechanism. We measure the confidence of $\pi_P$ using the Shannon entropy, which is defined as:

$$H[\pi_P(a_t)] = -\sum_{a_t} \pi_P(a_t) \log \pi_P(a_t).$$

(6)

Intuitively, the entropy of the action distribution increases as the agent becomes more confident in choosing a particular action. Therefore, we choose the steps with lower entropy (i.e., higher confidence) for distillation. We calculate the confidence factor of $\pi_P$ as:

$$c_P(a_t) = \frac{1}{H[\pi_P(a_t)]}.$$  

(7)

The actions with higher $c_P(a_t)$ are crucial for navigation and less risk for $\pi_A$ to follow. We rank the $a_t$ in $r$ based on $c_P(a_t)$, and take the top $k$ to compute the distillation loss. So the loss with the confidence-aware reweighting can be defined as:

$$\mathcal{L}_{CD} = \mathbb{E}_r\{\sum_i \mathbb{1}[c_P(a_t) c_P(a_t) KL(\pi_A(a_t), \pi_P(a_t))].$$

(8)

The notation $\mathbb{1}(\cdot)$ denotes selecting the top $k$ largest elements. In the training phase, we employ a combination of CCPD and PPO [42] to train the agent. With CCPD, the $\pi_A$ can learn the wayfinding ability from $\pi_P$ efficiently and performs better with less training samples, as shown in §4.

3.3. Omnidirectional Information Gathering

Another notable benefit of ORAN is its ability to facilitate an omnidirectional visual-audio information gathering process. As mentioned in §3.1, the decision model $\pi_A$ presently relies solely on visual-audio information obtained from a single agent. To set the subsequent intermediate goals through the self-centered action distribution $M_t$. The $T(s_t, a_t)$, which includes a non-parametric path planner, enables the agent to progress towards the next waypoint. Owing to the randomness in $T(s_t, a_t)$, the agent’s orientation on the subsequent waypoint is rendered indeterminate. So changing the agent’s direction has limited impact on $\pi_A$ while predicting the next waypoint, and the decision-making mode of $\pi_A$ is omnidirectional. However, the forward-only perception contradicts the decision-making mode, making the intermediate goal unreliable for two reasons. Firstly, the agent’s perception is limited in range, resulting in incomplete occupancy maps and audio information. This limitation impedes the agent’s ability to understand its surrounding environment, thereby reducing the navigation’s robustness. Secondly, in our experiments, we have observed that the predicted $M_t$ exhibits a direction-relative bias. For instance, when the agent is uncertain about the direction to take, it may tend to gravitate towards a particular waypoint on $M_t$, potentially resulting in the agent becoming trapped in certain positions. To overcome these obstacles, we enable the agent to collect information and integrate action decisions from multiple directions, as depicted in Figure 3.

At each action step of $\pi_A$, we collect $n$ observations $\{(o_i)\}_{i=1}^n$ from $n$ directions in $\Omega = \{\omega_i\}_{i=1}^n$ to obtain panoramic information. Next we input them to $\pi_A$ to obtain the action maps $\{M_i\}_{i=1}^n$ in all directions:

$$M_i = \pi_A(o_i).$$

(9)

In order to collect the action distribution of various orientations, we rotate the action map to a consistent direction and then aggregate the distribution. Therefore, the resulting omnidirectional action map $M_i$ can be expressed as follows:

$$M_i^\theta = \frac{1}{n} \sum_{i=1}^n R(M_i; \omega_i),$$

(10)

where $R(X, \theta)$ represents the rotation of the $X$ matrix for $\theta$ degree. The next waypoint is sampled based on the distribution of $M_i^\theta$. To enhance the agent’s ability to make accurate terminal judgments, we additionally employ a stop policy model to assist $\pi_A$ in identifying the target position. With this OIG, the ORAN agent exhibits greater accuracy and efficiency in navigation without requiring finetuning.

4. Experiments

4.1. Experimental Setup

Environments. We utilize the Soundspaces to evaluate our approach which encompasses two separate environments, namely Matterport3D [7] and Replica [43]. To be consistent with prior work [12, 13], we divide the scenes into three sets, train/val/test, consisting of 9/4/5 for the Replica and 73/11/18 for the Matterport3D. We evaluate the performance of our agent in both environments under two different settings following [13]: heard and unheard. The unheard setting in Matterport3D is the most demanding, and it is also our primary focus.

Evaluation Metrics. We measure navigation performance using the following metrics: 1) Success Rate (SR): the ratio of agent trajectories where the agent stops at the goal position; 2) Success weighted by Path Length (SPL): Evaluating navigation efficiency involves factoring in the length of the agent’s path and weighing its success accordingly; 3) SoftSPL: a version of SPL where binary success is replaced by progress towards the goal; 4) Success weighted by the Number of Actions (SNA): measures action efficiency via weighting success by the number of actions taken.
In this section, a set of ablation studies are conducted in the matterport3D unheard setting to verify the proposed components, as shown in Table 2. Moreover, the design of the CCPD is also discussed in Table 3 and Table 4.

### Ablations on CCPD

We first examine the influence of the CCPD. As shown in Table 2, comparing with the base agent, #2 with the CCPD lifts SR and SPL from (59.5%, 45.1%) to (59.5%, 44.1%) on the unheard setting of Matterport3D. Additionally, as shown in Table 3, we train our agent to follow the oracle shortest path planner by randomly selecting 30 steps and computing the cross-entropy loss. The agent performs 3% lower in SR and 2% lower in SPL than trained with CCPD. This indicates that the knowledge transmitted via CCPD enhances fundamental navigational proficiency. Moreover, we also attempt to directly apply

<table>
<thead>
<tr>
<th>Name</th>
<th>CCPD</th>
<th>OIG</th>
<th>SR↑</th>
<th>SPL↑</th>
<th>SoftSPL↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>#1</td>
<td>✓</td>
<td>53.1</td>
<td>38.6</td>
<td>45.0</td>
</tr>
<tr>
<td>#2</td>
<td>✓</td>
<td>✓</td>
<td>59.4</td>
<td>50.8</td>
<td>55.7</td>
</tr>
</tbody>
</table>

(a) Detail analysis on essential components of ORAN, i.e., CCPD and OIG on the Matterport3D unheard setting. The performance is gradually improved with the continuous addition of proposed modules.

<table>
<thead>
<tr>
<th>Name</th>
<th>(L_D)</th>
<th>(L_{CD})</th>
<th>SR↑</th>
<th>SPL↑</th>
<th>SoftSPL↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>#1</td>
<td>✓</td>
<td>53.1</td>
<td>38.6</td>
<td>45.0</td>
</tr>
<tr>
<td>#2</td>
<td>✓</td>
<td>59.5</td>
<td>45.1</td>
<td>43.2</td>
<td></td>
</tr>
</tbody>
</table>

(b) Ablation analysis on CCPD. The ablation study on the effect of confidence-aware reweighting on the Matterport3D unheard setting. The Confidence-aware reweighting gains a large accuracy improvement.

### 4.3. Ablation Study

In this section, we compare our approach with existing methods, and the specifics of these methods are elaborated in the supplementary materials. Note that the metric used for ranking is the SPL on the unheard setting of Matterport3D in the Soundspace 2022 challenge [12]. As shown in Table 1, our model attains comparable performance to the AV-WaN model [13] on the heard setting. Given the high SR observed in both environments on this setting, we primarily concentrate on comparing the performance on the unheard setting. In the Matterport3D environment, The ORAN model consistently outperforms all existing methods across all evaluation metrics. Specifically, ORAN achieves a SR of 59.4%, surpassing the second-best AV-WaN [13] approach by 2.7%. Additionally, ORAN demonstrates significant improvements in navigation efficiency, with a performance increase of 9.9% in SPL. In the Replica environment, ORAN outperforms previous methods by a wide margin, achieving results of (46.7%, 60.9%, 36.5%) in (SPL, SR, SNA) respectively, with a relative improvement of (35%, 15%, 35%) over AV-WaN [13]. These experimental results effectively demonstrate the efficacy of the ORAN model.
Table 3: **Other Analysis of CCPD.** The comparison of agents trained with CCPD, shortest path oracle supervision, and PointGoal agent navigating with pseudo-GPS predictor in the Matterport3D unheard setting.

<table>
<thead>
<tr>
<th>Models</th>
<th>SR</th>
<th>SPL</th>
<th>SoftSPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCPD</td>
<td>59.5</td>
<td>45.1</td>
<td>49.0</td>
</tr>
<tr>
<td>Oracle Supervision</td>
<td>56.7</td>
<td>42.2</td>
<td>45.7</td>
</tr>
<tr>
<td>PointGoal + Pseudo-GPS</td>
<td>17.2</td>
<td>12.3</td>
<td>12.1</td>
</tr>
<tr>
<td>PointGoal</td>
<td>94.4</td>
<td>74.2</td>
<td>74.4</td>
</tr>
</tbody>
</table>

Table 4: **Influence of Selected Steps.** The models are evaluated in the Matterport3D unheard setting. The model performs best with top 30 most confident steps.

<table>
<thead>
<tr>
<th>k</th>
<th>SR↑</th>
<th>SPL↑</th>
<th>SoftSPL↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>57.7</td>
<td>37.1</td>
<td>41.8</td>
</tr>
<tr>
<td>30</td>
<td>59.5</td>
<td>45.1</td>
<td>49.0</td>
</tr>
<tr>
<td>50</td>
<td>56.1</td>
<td>39.6</td>
<td>44.1</td>
</tr>
<tr>
<td>100</td>
<td>51.2</td>
<td>37.3</td>
<td>42.5</td>
</tr>
</tbody>
</table>

**4.4. Qualitative Analysis**

**Qualitative Analysis for CCPD.** In Figure 4, we investigate the influence of CCPD on the training phase of the AudioGoal agent by visualizing the curves of four navigation metrics — namely, NE (Navigation Error), NA (Navigation Actions), reward, and SPL — as they vary with the training steps. The model trained with CCPD achieves a lower level of NA and NE faster than the baseline model. During the initial training stage (0 → 1M steps), the reward and SPL of the model trained with CCPD grow faster and maintain a higher level throughout the remainder of the training phase. This demonstrates that CCPD, as a powerful knowledge transfer algorithm, helps the agent to better master AudioGoal navigation with far fewer training samples. Figure 5 depicts the comparison of the model trained with CCPD (in the first row) or not (in the second row) of the same episodes. We can observe that the model trained with CCPD performs better navigation robustness and efficiency, especially on the episodes with longer trajectories.

**Qualitative Analysis for OIG.** To analyze how the omnidirectional information benefits the navigation, we visualize the impact of the number of selected steps in CCPD, denoted by $k$, on the performance of the model. Specifically, we compare the performance of the model trained with the top $k = 10, 30, 50,$ and $100$ most confident steps. Notably, we observe that the model attains the best performance at $k = 30$, whereas the navigation performance decreases with an increase in $k$ to 50 or 100. This implies that supplementary supervision does not yield any positive effects.

**Selected steps $k$ in CCPD.** In Table 4, we investigate the
Figure 5: Qualitative Analysis for CCPD. The navigation trajectories of the agent trained with CCPD (in the first row) or not (in the second row). Each column is of the same test episode. The agent with CCPD shows more robust navigation performance, especially on long trajectories. The color of the agent’s path turns from red to green gradually to indicate the trajectory length.

Figure 6: Qualitative Analysis for OIG. The navigation trajectories of the same agent with OIG (in the first row) or not (in the second row). Each column corresponds to the same test episode. The gradual transition of the path color from red to green denotes the trajectory length.

the same agent’s trajectories equipped with OIG or not. We list here some key observations drawn from Figure 6: First, the agent with OIG can distinguish whether arrive at the sounding target more precisely, as in episode (a) and avoid hanging around the target, as in episode (b). Second, OIG gets the agent out of the deadlock, as in episode (c). Third, the agent with OIG is more likely to find the right direction towards the target and reduce detours, as in episodes (b) and (d). These phenomena intuitively show the help of omnidirectional information to the agent’s navigation.

4.5. Model Ensemble

We apply post-fusion on models with diverse network architectures and training strategies to push the limits of the AudioGoal task. At each time step, we feed the current observation into each of these models and then average the
resulting action maps from all models to obtain the final action distribution. Using a grid search strategy, we select a combination of trained models that yield promising results. As shown in Table 5, the selected models achieved SPL percentages of 40.9%, 43.5%, 42.4%, and 43.1%, respectively. Further details about these models are provided in the supplemental material. Notably, we observe that as we increase the number of models from #1 to #4, the gain in performance obtained from the model ensemble decreases. By employing the post-fusion strategy, our agent achieves an improvement of 6.5% in SPL accuracy over the best single model (from 43.5% to 50.0%). Additionally, compared to model #4, model #5 incorporating OIG technology yields significant enhancements in accuracy, with absolute improvements of (12.6%, 11.6%, 5.0%, and 12.5%) observed in SPL, SR, SNA, and SoftSPL metrics, respectively. These results highlight the inadequacy of forward-only perception in providing crucial information required for the AudioGoal wayfinding process.

5. Conclusion

We present an omnidirectional audio-visual navigator based on cross-task navigation skill transfer, named ORAN, that advances state-of-the-art technologies for AudioGoal in two aspects. Firstly, we transfer the navigation knowledge from the PointGoal policy via a cross-task policy distillation to sharpen the basic point-to-point wayfinding ability. We further consider the action confidence of the PointGoal policy to guide the distillation to overcome the domain gap between the two tasks. Secondly, we equip the AudioGoal agent with the ability to gather information from different directions, instead of the only direction it is facing, to better support the omnidirectional decision-making. Moreover, after model assembling, ORAN yields 12% absolute promotion in SPL, which makes the champion solution of the Soundspaces challenge in 2022.
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Table 5: Model ensemble. Fusing model with different accuracy can increase the navigation accuracy. OIG also works on the Fusion model.

<table>
<thead>
<tr>
<th></th>
<th>OIG</th>
<th>Fused Models</th>
<th>Matterport3D Unheard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A:40.9 B:43.5 C:42.4 D:43.1</td>
<td>SPL† SR† SNA† SoftSPL†</td>
</tr>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>40.9 56.7 30.6 46.3</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>47.5 66.1 35.3 51.7</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓ ✓</td>
<td>48.0 64.7 35.9 53.7</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓ ✓ ✓</td>
<td>50.0 66.1 37.2 54.7</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>✓ ✓ ✓ ✓</td>
<td>62.6 77.7 42.2 67.2</td>
</tr>
</tbody>
</table>
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