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Abstract

Unsupervised domain adaptation (DA) with the aid of pseudo labeling techniques has emerged as a crucial approach for domain-adaptive 3D object detection. While effective, existing DA methods suffer from a substantial drop in performance when applied to a multi-class training setting, due to the co-existence of low-quality pseudo labels and class imbalance issues. In this paper, we address this challenge by proposing a novel ReDB framework tailored for learning to detect all classes at once. Our approach produces Reliable, Diverse, and class-balanced pseudo 3D boxes to iteratively guide the self-training on a distributionally different target domain. To alleviate disruptions caused by the environmental discrepancy (e.g., beam numbers), the proposed cross-domain examination (CDE) assesses the correctness of pseudo labels by copy-pasting target instances into a source environment and measuring the prediction consistency. To reduce computational overhead and mitigate the object shift (e.g., scales and point densities), we design an overlapped boxes counting (OBC) metric that allows to uniformly downsample pseudo-labeled objects across different geometric characteristics. To confront the issue of inter-class imbalance, we progressively augment the target point clouds with a class-balanced set of pseudo-labeled target instances and source objects, which boosts recognition accuracies on both frequently appearing and rare classes. Experimental results on three benchmark datasets using both voxel-based (i.e., SECOND) and point-based 3D detectors (i.e., PointRCNN) demonstrate that our proposed ReDB approach outperforms existing 3D domain adaptation methods by a large margin, improving 23.15\% mAP on the nuScenes $\rightarrow$ KITTI task. The code is available at https://github.com/zhuoxiao-chen/ReDB-DA-3Ddet.

1. Introduction

As LiDAR-based 3D object detection continues to gain traction in various applications such as robotic systems \cite{1, 40, 60, 83, 74} and self-driving automobiles \cite{8, 59, 42, 61, 2, 37, 39, 32, 25, 38}, it becomes increasingly vital to address the challenges of deploying detectors in real-world scenes. The primary obstacles stem from the discrepancy between the training and test point cloud data, which are commonly curated from different scenes, locations, times, and sensor types, creating a \textit{domain gap}. This domain gap mainly comes from the \textit{object shift} and \textit{environmental shift}, and can significantly degrade the prediction accuracy of 3D detectors. Object shift \cite{62, 36} refers to the changes in the spatial distribution, point density, and scale of objects between the training and test domains. For instance, the average length of cars in the Waymo dataset \cite{52} is significantly different from the one in the KITTI dataset \cite{15} by around 0.91 meters \cite{62}. Environmental shift, on the other hand, arises from composite differences in the sur-

Figure 1: \textit{Top}: An illustration of the domain gap in 3D point clouds. \textit{Bottom}: Average Precision (AP) drop of ST3D \cite{70} when applied to the multi-class adaptation from nuScenes to KITTI (left), and from Waymo to KITTI (right).
rounding environment such as inconsistent beam numbers, angles, point cloud ranges, and data acquisition locations. For example, in Fig 1, Waymo generates 3D scenes by 64-beam LiDAR sensors, while nuScenes [3] comprises more sparse 32-beam environments with double large beam angles.

The co-existence of object shift and environmental shift poses a great challenge to the 3D detection models to be deployed in the wild. To combat such a problem, domain-adaptive 3D detection approaches [36, 71, 70, 79, 80] have been exploited to adapt the model trained on a labeled dataset (i.e., source domain) to an unlabeled dataset from a different distribution (i.e., target domain). In this area, pioneering research of ST3D [70] presents a self-training paradigm that generates pseudo-labeled bounding boxes to supervise the subsequent learning on the target point clouds. In the same vein, later studies [36, 79, 71, 76, 77] seek different solutions based on self-supervised techniques, such as mean-teacher framework [36] and contrastive learning [79] for stable optimization and obtaining better embeddings.

Revisiting Domain-adaptive 3D Detection Setup. The aforementioned domain-adaptive 3D detection approaches have typically followed a single-class training setting, where the models are trained to adapt to each class separately. While it is more practical and fairer to train the models with all classes, our empirical study has shown that the detection performance of prior works decreases considerably when switching to a multi-class setting (Fig 1). Such an average precision (AP) drop can be attributed to the poor quality of produced pseudo labels (i.e., erroneous and redundant) and the lower recognition accuracy of rare classes (e.g., 91 times fewer bicycles than cars in Waymo [52]).

In this work, we propose a novel ReDB framework (Fig 2) that aims to generate reliable, diverse, class-balanced pseudo labels for the domain-adaptive 3D detection task. Our approach addresses the challenge of multi-class learning by incorporating the following three mechanisms:

**Reliability:** Cross-domain Examination. To remove erroneous pseudo labels of high confidence and avoid error accumulation in self-training, we introduce a cross-domain examination (CDE) strategy to assess pseudo label reliability. After copying the pseudo-labeled target objects into a familiar source environment, the reliability is measured by the consistency i.e., Intersection-over-Union (IoU) between two box predictions in the target domain and the source domain, respectively. Any objects with low IoUs will be considered unreliable and then discarded. To prevent point conflicts between the source and target point clouds, we remove the source points that fall within the region where pseudo-labeled objects will be copied to. The proposed CDE ensures that the accepted pseudo-labeled instances are domain-agnostic and less affected by environmental shifts.

**Diversity:** OBC-based Downsampling. To avoid redundant pseudo labels that are frequently and similarly scaled, it is important to prevent the trained detector from collapsing into a fixed pattern that may only detect certain types of objects (e.g., small-sized cars), and miss other instances of unique styles (e.g., buses and trucks). In order to enhance geometric diversity, we derive a metric called overlapped boxes counting (OBC) metric to uniformly downsample the pseudo labels. The metric design is motivated by the observation that 3D detector tends to predict more boxes for objects with uncommon geometries, as they are harder to localize with only a few tight boxes. We count the number of regressed boxes surrounding each detected object as OBC and use kernel density estimation (KDE) to estimate its empirical distribution. We then apply downsampling according to the inverse probability of KDE, effectively reducing the number of pseudo labels in the high-density OBC region, where objects have similar and frequent geometries. By learning from a diverse subset of pseudo labels, the 3D detector can better identify objects of various scales and point densities, potentially mitigating object shift.

**Balance:** Class-balanced Self-Training. Despite the fact that reliable and diverse pseudo labels can be selected by the previous two modules, there still exists a significant inter-class imbalance. To achieve class-balanced self-training, we randomly inject pseudo-labeled objects into each target point cloud, with an equal number of samples from each category. By learning from such class-balanced target data, the model can better grasp the holistic semantics of the target labels. To enable a smooth transition of learning from the source data to the target data, we first augment the target data with labeled source objects in a class-balanced manner for the initial few steps. We then gradually reduce the ratio of source objects and increase the number of ReD labels as the self-training proceeds. This progressive class-balanced self-training allows the model to adapt stably to the target domain, enhancing recognition for both frequently appearing and rare classes.

In our work, we propose a novel ReDB framework (Fig 2) that aims to improve Reliable, Diverse, class-Balanced pseudo labels as

**3D Object Detection from Point Clouds.** With the growing advancement of neural networks over the last decade, the 3D point clouds can be effectively encoded by deep models to either point-based representation or grid-based
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Figure 2: The overall framework of the proposed method: we firstly obtain high confident pseudo labels from Stage 1. In Stage 2, we check the reliability of pseudo labels by the cross-domain examination (CDE) and reduce geometrical redundancy by OBC-based downsampling. Finally, we progressively augment target point clouds by injecting ReD labels and source labels for class-balanced self-training in Stage 3.

representation. The series of point-based detectors [48, 73, 72, 50, 41, 58, 81] directly encode 3D objects from raw points using PointNet encoder, then generate 3D proposals from point features. This type of encoding strategy can aid the model better preserve and learn the geometric properties of 3D objects. While, the grid-based detectors [11, 24, 69, 82, 68, 22, 63, 49, 9, 75, 47, 53, 12] rely on convolutional neural networks for efficiently capturing regularly voxelized point clouds. Hybrid methods [18, 20, 71, 70] take advantages of both paradigms, yielding better results at the expense of processing speed. However, the preceding work overlooks the domain gap in different 3D scenes such that could scarcely be applied to unseen scenarios.

Domain Adaptation for 3D Detection. To surmount such difficulty, unsupervised domain adaptation (UDA) strives to transfer knowledge from a labelled source domain to an unlabeled target domain. There are primarily two types of strategies to eliminate the discrepancy between two domains. One is the adversarial-based approach [13, 14, 57, 44, 19, 10, 6, 34, 35, 33, 27, 21] that learns the domain-invariant features. The other is the statistical-based approach [31, 30, 29, 51, 5, 64, 65, 26, 28] that seeks to minimize the distribution distance between two domains. Despite the fact that UDA techniques have been extensively investigated in the last decade, few UDA approaches aim to address the domain shift existing in 3D object detection. The distribution shifts of 3D detection are identified as dissimilar object statistics [62], weather effects [67, 17], sensor difference [43, 16, 66] or synthesis-to-real gap [45, 7, 23]. To close the domain shift, an adversarial-based approach [80] was proposed to match features of different scales and ranges. Another streams of work focus on generating and enhancing 3D pseudo labels through memory bank [70, 71], mean-teacher paradigm [36] or contrastive learning [79]. However, existing methods necessitate either extra computational time or significant memory usage. Besides that, these methods generate low-quality pseudo-labels induced by environmental gaps and numerous analogous geometrical features, and overlook the class-imbalanced issue.

3. Methodology

3.1. Problem Definition

In this section, we mathematically formulate the problem of unsupervised domain adaptation for 3D object detection and set up the notations. The main objective is to adapt a 3D object detector trained on the labeled point clouds \( \{(X_s^i, Y_s^i)\}_{i=1}^{N_s} \) from the source domain, to the unlabeled data \( \{(X_t^i, Y_t^i)\}_{i=1}^{N_t} \) in the target domain. \( N_s \) and \( N_t \) indicate the number of point clouds in the source and target domains, respectively. The 3D box annotation of the \( i \)-th source point cloud is denoted as \( Y_s^i = \{b_j^i\}_{j=1}^{B_i} \) and \( b_j = (x, y, z, w, l, h, \theta, c) \in \mathbb{R}^8 \), where \( B_i \) is the total number of labeled boxes in \( X_s^i \), \((x, y, z)\) represents the box center location, \((w, l, h)\) is the box dimension, \( \theta \) is the box orientation, and \( c \in \{1, \ldots, C\} \) is the object category.

3.2. Overall Framework

Our approach consists of three stages to facilitate knowledge transfer from the label-rich source domain to the label-scarce target domain, as illustrated in Fig 2. In Stage 1, the 3D detector (e.g., SECOND [68] or PointRCNN [48]) is pre-trained on the source domain using the standard random object scaling (ROS) augmentation [70]. Upon reaching convergence of pre-training, the unlabeled point clouds are passed to the pre-trained detector to generate pseudo-labels \( \{\hat{Y}_t^i\}_{i=1}^{N_t} \) of high confidence for the target data \( \{(X_t^i)_{i=1}^{N_t}\} \). Specifically, the produced pseudo labels will undergo scrutiny by the cross-domain examination (CDE)
strategy (Sec 3.3) and down-sampled by the OBC-based diversity module (Sec 3.4), forming a subset of reliable and diverse (RED) objects associated with pseudo labels. The details of stage 2 are illustrated in Fig 4. During model self-training on the target set in Stage 3, we randomly inject RED target objects and source objects into each target point clouds in a class-balanced manner (Sec 3.5), with the ratio of source samples gradually decreasing. The 3D detector is iteratively trained to adapt by alternating between Stage 2 and Stage 3.

### 3.3. Reliability: Cross-domain Examination

The proposed cross-domain examination (CDE) strategy aims to identify high-quality pseudo labels that are robust to the environmental shift. First, given a 3D detector $F(\cdot; \theta^s)$ pre-trained on the source domain, we can obtain the initial pseudo labels by inferring a target point cloud $X^t_i$ as:

$$
\tilde{Y}^t_i = \{\hat{b}_j\}_{j=1}^{\tilde{B}_i} = F(X^t_i; \theta^s),
$$

where $\theta^s$ is the pre-trained weights, and $\tilde{Y}^t_i \in \mathbb{R}^{\tilde{B}_i \times 8}$ denotes the pseudo labels with the model confidence greater than $\delta_{pos}$. $\tilde{B}_i$ is the number of obtained pseudo labels. Below, we omit the subscript $i$ for simplicity. To attain a real source environment, we randomly sample a source point cloud $X^s \sim \text{rand} \left(\{(X^t_i)_{i=1}^{N_t}\}\right)$ and copy-paste the target point clouds $X^{ps} \subset X^t$ that fall within $\tilde{Y}^t_i$, into the sampled source point cloud as shown in Fig 3. To prevent conflicts between existing points and the pseudo points to be pasted, we apply the object points removal operator $R(\cdot)$ to remove source points residing in the area overlapped with the copied target samples $X^{ps}$. Now, we can safely move the target points to the source point clouds as $R(X^s) \oplus X^{ps}$, where $\oplus$ represents point concatenation. We generate new predictions $\tilde{Y}_t^{cde}$ of high confidence for the concatenated source point clouds as:

$$
\tilde{Y}_t^{cde} = \{\tilde{b}_j\}_{j=1}^{\tilde{B}_i} = F(R(X^s) \oplus X^{ps}; \theta^s),
$$

where $\tilde{B}_i$ represents the number of boxes in the updated source clouds. To examine the resiliency of the pseudo-labeled object $\tilde{b} \in \tilde{Y}_t^{cde}$ to the environmental shift, we compute the intersection over union (IoU) between the initial predicted box $\tilde{b}$ and its corresponding prediction $b \in Y^t_i$ in the source environment. Through comparing the IoU to a predefined IoU threshold $\delta_{cde}$, we can effectively discriminate reliable pseudo labels from unreliable ones by using the following criterion:

$$
f_{cde}(\tilde{b}; b) = \begin{cases} 
\tilde{b} & \text{IoU}(\tilde{b}, b) \geq \delta_{cde}, \\
\emptyset & \text{otherwise}.
\end{cases}
$$

We apply the CDE only at the first round of pseudo labelling because the pre-trained detector has no knowledge about target environments. The process of proposed CDE strategy is presented in Fig 3 with three examples for illustration.

### 3.4. Diversity: OBC-based Downsampling

Although we have already removed unreliable pseudo labels, the remaining label set may contain objects with similar patterns. This hinders the model from learning a more comprehensive distribution of the target domain. To ensure that the pseudo label set is representative of the broad spectrum of geometric characteristics present in target data, we investigate ways to properly measure object diversity. Our empirical study shows that 3D detectors generate more box predictions around unfamiliar objects, as visualized in Fig 5. It is observed that, the box predictions (in yellow) before non-maximum suppression (NMS) have obvious overlaps (i.e., IoU $> \delta_{nms}$) with the corresponding final predicted box (in red). Besides, predicted boxes for low-density objects typically orientate differently, while the regressed box scales for large objects have a high variance.

This observation motivates us to derive the concept of overlapped boxes counting (OBC), which counts the number of predicted boxes that surround the same object with the IoU $> \delta_{nms}$. The OBC can comprehensively reflect the uniqueness in geometric characteristics of objects, including scales, locations, point densities. A qualitative analysis of OBC is provided in Sec 4.3, which evidence that pseudo-labeled target objects with high OBC values tend to
be uncommon in different geometric aspects. To estimate the probability density function (PDF) of OBC values, we use bar plots to show the frequency of different OBC values, and fit it with Kernel Density Estimation (KDE) (as shown in the blue curve of Fig 5). It can be seen from the plot that the distribution of OBC is very skewed, implying that the probability density function (PDF) of OBC values, we can be calculated with a finite set of data by injecting source ground truth (GT) labels with ROS paradigm to inject the generated pseudo labels to each target point cloud, during the self training stage:

\[
\hat{Y} = \{\{\hat{b}^1\}_j \oplus \cdots \oplus \{\hat{b}^C\}_j\} \sim D_{\text{ReD}},
\]

where \(\oplus\) represents the point cloud concatenation and the superscript 1, \(\cdots\), \(C\) of \(\hat{b}\) indicates the predicted class of the pseudo label, and \(S^r\) is the sampling number of target R\-D labels for each class. To moderate and stable the adaptation process with the huge domain gap, we augment the target data by injecting source ground truth (GT) labels with ROS augmentation:

\[
P^g = \{Y^g_j \oplus \cdots \oplus Y^N_j\},
\]

\[
Y^g = \{\{b^1\}_j \oplus \cdots \oplus \{b^C\}_j\} \sim P^g,
\]

where \(S^g\) is the GT sampling number for each class, \(P^g\) is the source GT pool containing labelled boxes from all.

Figure 5: An illustration of overlapped boxes counting (OBC). The upper part shows box predictions before NMS generated around three positively predicted objects associated with different OBC values. The bottom part is the plot demonstrating the distributions of OBC values of all detected objects, with the fitted KDE (blue) and inverse KDE (red) for diverse sampling.

3.5. Balance: Class-balanced Self-Training

Regardless OBC-based downsampling creates a pool of reliable and intra-class diverse (R\-D) pseudo-labels, but the inter-class imbalance issue still poses a challenge for multi-class adaptation. We aim to leverage a class-balanced paradigm to inject the generated pseudo labels to each target point cloud, during the self training stage:

\[
\hat{Y}^r = \{\{\hat{b}^1\}_j \oplus \cdots \oplus \{\hat{b}^C\}_j\} \sim D_{\text{ReD}},
\]

where \(\oplus\) represents the point cloud concatenation and the superscript 1, \(\cdots\), \(C\) of \(\hat{b}\) indicates the predicted class of the pseudo label, and \(S^r\) is the sampling number of target R\-D labels for each class. To moderate and stable the adaptation process with the huge domain gap, we augment the target data by injecting source ground truth (GT) labels with ROS augmentation:

\[
P^g = \{Y^g_j \oplus \cdots \oplus Y^N_j\},
\]

\[
Y^g = \{\{b^1\}_j \oplus \cdots \oplus \{b^C\}_j\} \sim P^g,
\]

where \(S^g\) is the GT sampling number for each class, \(P^g\) is the source GT pool containing labelled boxes from all class.

\[
OBC = \{\text{8 Common}, \text{15 Low-density}, \text{26 Large-scale}\}
\]
source point clouds. We gradually increase $S^r$ and reduce $S^g$ during the self training, that enables 3D detector to smoothly generalize to the target domain. Finally, we concatenate the sampled target pseudo-labeled RE boxes and source GT boxes to the initial pseudo labels, including the points $X^r$ and $X^g$ inside target RE boxes and source GT boxes, respectively:

$$
\hat{Y}^t \leftarrow \hat{Y}^t \oplus \bar{Y}^r \oplus Y^g, \\
X^t \leftarrow X^t \oplus X^r \oplus X^g.
$$

Finally, we have each target point cloud augmented with class-balanced ReDB pseudo labels as $(X^t_i, \hat{Y}^t_i)$, and train the detector as:

$$F(\cdot; \theta^k) \leftarrow \{(X^t_i, \hat{Y}^t_i)\}_{i=1}^{N_t}.$$

We alternatively generate target pseudo labels (Stage 2) and self-train the model (Stage 3), until the 3D detector fully is optimized, as illustrated in Fig 2. The detailed Algorithm is summarized in the supplementary materials.

4. Experiments

4.1. Experimental Setup

Datasets. Experiments are carried out on three widely used LiDAR 3D object detection datasets: KITTI [15], Waymo [52], and nuScenes [3]. We follow [70, 71] to address different realistic scenarios of 3D domain adaptation: (i) Adaptation across domains with object shifts (e.g., scale, point density), (ii) Adaptation across domains with environmental shift (e.g., data generation regions, LiDAR beams, angels and range).

Baseline Methods. We compare the proposed method with baselines using voxel-based backbone (e.g., SECOND). (i) SOURCE ONLY refers to the pre-trained model from the source domain evaluated directly on the target domain without adaptations; (ii) SN [62] takes size statistics of target objects and rescale source objects during pre-training; (iii) ST3D [70] is the pioneering pseudo labelling-based method that does not require any knowledge about backbone models and dataset statistics; (iv) ST3D++ [71] is the extended version of ST3D by domain-specific batch normalization [4], achieving the SOTA performance. (v) ORACLE means a fully supervised model trained on the target domain. We also compare with baselines that only work for the point-based backbone (e.g., PointRCNN). (vi) SF-UDA3D [46] seeks the best scale for pseudo-labeling from consecutive frames by estimating motion coherence. (vii) MLC-NET [36] is a mean-teacher [54] framework aiming to stabilize self-training.

Implementation Details. Unlike the previous approach, we pre-trained and self-trained a single 3D detection backbone for all categories, simultaneously, rather than unfairly train a single-class model. Our code is built on the point cloud detection codebase OpenPCDet [55] and runs on two NVIDIA Tesla V100 GPUs. For both backbones, we set the batch size to 4 for each GPU. We set hyperparameters $\delta_{cde} = 0.6, \delta_{pos} = 0.6, \delta_{bce} = 0.3, d = 5$ and epochs to 90 for all tasks. Regarding the class-balanced sampling, we set $S^r = 5$ and $S^g = 10$, then increase $S^r$ and decrease $S^g$ by 2, at each round of pseudo label generation. The implementation code will be available. To fairly evaluate baselines and the proposed method, we utilize the KITTI evaluation metric for evaluation on the three classes: car (equivalent to the vehicle for similar classes in the Waymo), pedestrians and cyclists (equivalent to bicyclist and motorcyclist in nuScenes). Based on the official KITTI evaluation metric, we report the average precision for each class, in both 3D (i.e., AP$_{3D}$) and the bird’s eye view (i.e., AP$_{BEV}$) over 40 recall positions, with IoU threshold 0.7 for cars and 0.5 for pedestrians and cyclists. We also calculate the mean AP for all classes in 3D and BEV, denoted as mAP$_{3D}$ and mAP$_{BEV}$, respectively.

4.2. Main Results and Analysis

We conducted comprehensive experiments on three different 3D adaptation tasks under a multi-class training setting, as summarized and reported in Tab 1. We can clearly observe that ReDB consistently improves the performance on Waymo $\rightarrow$ KITTI and nuScenes $\rightarrow$ KITTI by a large margin of 21.27% and 17.13% in terms of mAP$_{3D}$, which largely close the performance gap between SOURCE ONLY and ORACLE. When comparing with the latest SOTA method ST3D++, our ReDB exhibits superior performance in terms of mAP$_{BEV}$ for all three adaptation tasks, with improvements of 2.9%, 12.5%, and 12.6%, respectively. It is worth noting that the proposed ReDB gains significantly more performance for the last two tasks (i.e., Waymo $\rightarrow$ nuScenes and nuScenes $\rightarrow$ KITTI) than the first task (i.e., Waymo $\rightarrow$ KITTI), indicating the ReDB is more effective for adapting to 3D scenes with larger environmental gaps. It is further evident that the ReDB method stands out for its well-balanced performance across all categories, while all baselines are biased towards the most frequently appearing class (i.e. car) and underperformed in rare classes (i.e. pedestrian and cyclist). Overall, the proposed ReDB excels all baselines on both mAP$_{3D}$ and mAP$_{BEV}$ across all scenarios of 3D adaptation tasks.

Performance Analysis under Difficult Conditions. To corroborate the effectiveness of the ReDB approach against the baseline methods, we present additional experimental results in Tab 2, using a more challenging evaluation metric: the average precision (AP) at Hard difficulty level defined by KITTI dataset. It is observed that the proposed ReDB outperforms the SOTA baseline ST3D++ by 5.81% of mAP$_{3D}$ for adapting from Waymo to KITTI. Concern-
Table 1: Experiment results of three adaptation tasks are presented, with the reported average precision (AP) for bird’s-eye view (AP_{BEV}) / 3D (AP_{3D}) of car, pedestrian, and cyclist with IoU threshold set to 0.7, 0.5, and 0.5 respectively. When the KITTI is the target domain, we report the AP at Moderate difficulty. The last column shows the mean AP for all classes. We indicate the best adaptation result by bold and we highlight the row representing our method.

<table>
<thead>
<tr>
<th>TASK</th>
<th>METHOD</th>
<th>CAR</th>
<th>PEDESTRIAN</th>
<th>CYCLIST</th>
<th>MEAN AP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Waymo → KITTI</strong></td>
<td>Source Only</td>
<td>51.48 / 19.78</td>
<td>40.80 / 31.26</td>
<td>47.63 / 35.45</td>
<td>46.64 / 28.83</td>
</tr>
<tr>
<td></td>
<td>SN</td>
<td>76.61 / 54.14</td>
<td>52.48 / 48.20</td>
<td>34.56 / 32.74</td>
<td>54.55 / 45.03</td>
</tr>
<tr>
<td></td>
<td>ST3D</td>
<td>77.62 / 49.24</td>
<td>44.45 / 42.04</td>
<td>47.74 / 42.95</td>
<td>56.60 / 44.70</td>
</tr>
<tr>
<td></td>
<td>ST3D++</td>
<td>77.68 / 50.03</td>
<td>49.09 / 46.19</td>
<td>51.50 / 47.70</td>
<td>59.42 / 47.97</td>
</tr>
<tr>
<td></td>
<td>ReDB</td>
<td><strong>80.37</strong> / 54.12</td>
<td>51.01 / 48.20</td>
<td><strong>52.05</strong> / 47.97</td>
<td><strong>61.14</strong> / <strong>50.10</strong></td>
</tr>
<tr>
<td></td>
<td>Oracle</td>
<td>83.29 / 73.45</td>
<td>46.64 / 41.33</td>
<td>62.92 / 60.32</td>
<td>64.28 / 58.37</td>
</tr>
<tr>
<td><strong>nuScenes → KITTI</strong></td>
<td>Source Only</td>
<td>30.64 / 17.18</td>
<td>1.81 / 0.58</td>
<td>0.97 / 0.88</td>
<td>11.14 / 6.22</td>
</tr>
<tr>
<td></td>
<td>SN</td>
<td>29.56 / 17.78</td>
<td>1.33 / 1.07</td>
<td>2.92 / 2.61</td>
<td>11.27 / 7.15</td>
</tr>
<tr>
<td></td>
<td>ST3D</td>
<td>28.42 / 17.83</td>
<td>1.64 / 1.39</td>
<td>4.01 / 3.54</td>
<td>11.36 / 7.59</td>
</tr>
<tr>
<td></td>
<td>ST3D++</td>
<td>28.87 / 19.15</td>
<td>1.82 / 1.58</td>
<td>4.09 / 3.74</td>
<td>11.60 / 8.16</td>
</tr>
<tr>
<td></td>
<td>ReDB</td>
<td><strong>30.12</strong> / 18.56</td>
<td><strong>2.47</strong> / <strong>2.14</strong></td>
<td><strong>6.56</strong> / <strong>5.19</strong></td>
<td><strong>13.05</strong> / <strong>8.63</strong></td>
</tr>
<tr>
<td></td>
<td>Oracle</td>
<td>51.88 / 34.87</td>
<td>25.24 / 18.92</td>
<td>15.06 / 11.73</td>
<td>30.73 / 21.84</td>
</tr>
</tbody>
</table>

Table 2: Experiment results at Hard difficulty of adapting to the KITTI dataset. We report average precision (AP) for bird’s-eye view (AP_{BEV}) / 3D (AP_{3D}) of car, pedestrian, and cyclist with IoU threshold set to 0.7, 0.5, and 0.5 respectively. The last column shows the mean AP for all classes. We indicate the best adaptation result by bold, and we highlight the row representing our method.

<table>
<thead>
<tr>
<th>TASK</th>
<th>METHOD</th>
<th>CAR</th>
<th>PEDESTRIAN</th>
<th>CYCLIST</th>
<th>MEAN AP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Waymo → KITTI</strong></td>
<td>Source Only</td>
<td>39.15 / 7.65</td>
<td>21.54 / 16.87</td>
<td>6.31 / 2.44</td>
<td>22.33 / 8.98</td>
</tr>
<tr>
<td></td>
<td>SN</td>
<td>56.08 / 28.67</td>
<td>23.05 / 16.84</td>
<td>5.11 / 2.32</td>
<td>28.08 / 15.94</td>
</tr>
<tr>
<td></td>
<td>ST3D</td>
<td>71.50 / 48.09</td>
<td>22.64 / 17.61</td>
<td>7.86 / 5.20</td>
<td>34.00 / 23.64</td>
</tr>
<tr>
<td></td>
<td>ST3D++</td>
<td>69.90 / 44.62</td>
<td>24.11 / 18.20</td>
<td>7.86 / 5.20</td>
<td>34.00 / 23.64</td>
</tr>
<tr>
<td></td>
<td>ReDB</td>
<td><strong>74.23</strong> / <strong>51.31</strong></td>
<td><strong>25.95</strong> / <strong>18.38</strong></td>
<td><strong>13.82</strong> / <strong>8.64</strong></td>
<td><strong>38.00</strong> / <strong>26.11</strong></td>
</tr>
<tr>
<td></td>
<td>Oracle</td>
<td>83.29 / 73.45</td>
<td>46.64 / 41.33</td>
<td>62.92 / 60.32</td>
<td>64.28 / 58.37</td>
</tr>
<tr>
<td><strong>nuScenes → KITTI</strong></td>
<td>Source Only</td>
<td>39.15 / 7.65</td>
<td>21.54 / 16.87</td>
<td>6.31 / 2.44</td>
<td>22.33 / 8.98</td>
</tr>
<tr>
<td></td>
<td>SN</td>
<td>56.08 / 28.67</td>
<td>23.05 / 16.84</td>
<td>5.11 / 2.32</td>
<td>28.08 / 15.94</td>
</tr>
<tr>
<td></td>
<td>ST3D</td>
<td>71.50 / 48.09</td>
<td>22.64 / 17.61</td>
<td>7.86 / 5.20</td>
<td>34.00 / 23.64</td>
</tr>
<tr>
<td></td>
<td>ST3D++</td>
<td>69.90 / 44.62</td>
<td>24.11 / 18.20</td>
<td>7.86 / 5.20</td>
<td>34.00 / 23.64</td>
</tr>
<tr>
<td></td>
<td>ReDB</td>
<td><strong>74.23</strong> / <strong>51.31</strong></td>
<td><strong>25.95</strong> / <strong>18.38</strong></td>
<td><strong>13.82</strong> / <strong>8.64</strong></td>
<td><strong>38.00</strong> / <strong>26.11</strong></td>
</tr>
<tr>
<td></td>
<td>Oracle</td>
<td>83.29 / 73.45</td>
<td>46.64 / 41.33</td>
<td>62.92 / 60.32</td>
<td>64.28 / 58.37</td>
</tr>
</tbody>
</table>

4.3. Component Analysis

Ablation Study. To investigate the impact of the derived CDE-based reliable pseudo label generation, OBC-based downsampling and class-balanced self-training, we compare five variants of the ReDB model in the task of adapting Waymo to KITTI, shown in Tab 4. GT indicates the source ground truth sampling and PS indicates the target pseudo label sampling. For fairness, we keep the same hyperparameters for all ablation variants. To explore the effectiveness of the proposed CDE and OBC modules, we remove each of
Table 3: Performance comparisons (AP\textsubscript{BEV} and AP\textsubscript{3D}) with PointRCNN backbone on nuScenes $\rightarrow$ KITTI task. ‡ indicates the results reported in the original paper, where only a single category was adapted.

<table>
<thead>
<tr>
<th>Method</th>
<th>3D DETECTION mAP</th>
<th>BEV DETECTION mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easy</td>
<td>Moderate</td>
</tr>
<tr>
<td>SOURCE ONLY</td>
<td>80.91</td>
<td>60.75</td>
</tr>
<tr>
<td>SN</td>
<td>81.17</td>
<td>63.34</td>
</tr>
<tr>
<td>ST3D</td>
<td>85.61</td>
<td>69.48</td>
</tr>
<tr>
<td>ST3D++</td>
<td>85.81</td>
<td>69.17</td>
</tr>
<tr>
<td>SF-UDA\textsuperscript{3D}‡</td>
<td>68.80</td>
<td>49.80</td>
</tr>
<tr>
<td>MLC-NET‡</td>
<td>71.30</td>
<td>55.40</td>
</tr>
<tr>
<td><strong>REDB</strong></td>
<td><strong>91.50</strong></td>
<td><strong>76.01</strong></td>
</tr>
</tbody>
</table>

Table 4: Ablative study of different modules on adapting Waymo to KITTI task.

<table>
<thead>
<tr>
<th>GT</th>
<th>PS</th>
<th>CDE</th>
<th>OBC</th>
<th>3D DETECTION mAP</th>
<th>BEV DETECTION mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Easy</td>
<td>Moderate</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>48.41</td>
<td>42.26</td>
</tr>
<tr>
<td>√</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>54.10</td>
<td>45.21</td>
</tr>
<tr>
<td>-</td>
<td>√</td>
<td>-</td>
<td>-</td>
<td>51.92</td>
<td>46.04</td>
</tr>
<tr>
<td>-</td>
<td>√</td>
<td>√</td>
<td>-</td>
<td>54.04</td>
<td>47.07</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>53.99</td>
<td>47.66</td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td><strong>56.52</strong></td>
<td><strong>50.10</strong></td>
</tr>
</tbody>
</table>

them and observe a dramatic mAP\textsubscript{3D} drop of 4.9% (row-5) and 5.34% (row-4) compared to the full model (row-6), respectively. To validate the proposed class-balanced self-training, we find when comparing to the non-sampling baseline (row-1), the source ground truth sampling (row-2) and the target pseudo label sampling (row-3) increase mAP\textsubscript{3D} of 7% and 8.9%, respectively. It is noticeable that, source ground truth sampling (row-2) produces remarkable mAP\textsubscript{3D} gains at easy level (5.69%) but very limited gains at moderate and hard levels (2.95% and 2.24%), caused by a lack of knowledge about diverse geometrical features in the target domain. Therefore, removing any module from the proposed REDB induces a clear drop in 3D/BEV mAP scores, confirming the importance of each component that contributes to multi-class 3D domain adaptation.

**Sensitivity to Detector Architecture.** To validate the sensitivity of performance to choices of voxel-based and point-based detectors, we plug the proposed REDB paradigm into PointRCNN. As reported in Tab 3, our approach consistently outperforms the latest SOTA method ST3D++ by 23.32% and 24.11% regarding mAP\textsubscript{3D} at moderate and hard levels, respectively. Notably, our multi-class method has even achieved superior performance (10.02% and 19.8%) compared to MLC-NET and SF-UDA\textsuperscript{3D}, both of which were under the unfair single-class training setting and are exclusively designed for the point-based 3D detector. The outstanding results of the proposed method using a variety of 3D detectors, demonstrate the REDB is a model-agnostic and insensitive to detector architecture.

**Sensitivity to the hyperparameters $\delta_{cde}$ and $d$.** We show the sensitivity of our approach to varying the CDE IoU threshold $\delta_{cde}$ and diversity downsampling rate $d$ in Fig 7. We vary the value of $\delta_{cde}$ and $d$, from $[0.3, 0.6]$ and $[2, 10]$, respectively, while fixing the other configurations to the default setting. We can observe that, when $\delta_{cde}$ varies, there is only 2.69% and 2.07% fluctuation on mAP\textsubscript{3D} and mAP\textsubscript{BEV} scores, respectively. Regarding the variation of $d$, we notice when $d$ is set as a large value (e.g., $d = 10$), the performance drops within an acceptable range: 1.37% in mAP\textsubscript{3D} and 2.57% in mAP\textsubscript{BEV}. Such a small drop could be caused by the insufficient scale of the down-sampled RED pool. Hence, selecting a proper value of downsampling rate (e.g., $d = 5$), reaches the best results. Little fluctuation caused by varying $\delta_{cde}$ and $d$ evidence that, the proposed method is robust to different choices of hyperparameters.
Figure 6: Case studies of the overlapped boxes counting. We visualize the predicted boxes before NMS (in yellow) and its count, with the corresponding geometric description. By inverse frequency sampling of OBCs, geometrical diverse objects are added to the RED Pool.

Visualization of OBC-based Diversity. To intuitively understand the merits of our proposed diversity module, Fig 6 visualizes the counted predicted boxes before NMS for different pseudo-labeled target objects. We can see that most objects with small OBC values (e.g., between 5 and 8) are, (1) typically closer to the LiDAR sensor, (2) with a complete object shape, (3) and commonly small-sized objects. These objects usually have highly similar and complete geometric features, making up the majority of the dataset. In contrast, objects with high OBCs are usually diverse in one or more aspects of geometrical representations. Regarding the object size, large-sized objects tend to yield high OBC scores (e.g., 21 and 26). In addition to object volume, we can also find objects that are obviously far away from the LiDAR center can produce higher OBC values (from 16 to 23), and low-density and heavily occluded objects also have high OBC values of 18 and 19, respectively. More statistical analysis can be found in supplementary materials. Therefore, the proposed OBC metric can effectively quantify the diversity of pseudo-labels in multiple dimensions of geometric features, aiding the 3D detector to learn a more diverse distribution of target objects, thereby alleviating multidimensional object shift.

5. Conclusion

This paper revisits the setting of unsupervised domain-adaptive 3D detection and investigates the generation of reliable, diverse, and class-balanced pseudo labels for effective multi-class adaptation. The quantitative and qualitative analysis demonstrates the effectiveness of the derived cross-domain examination and OBC-based downsampling strategies, allowing pseudo labels that are robust to environmental and object shifts to be preserved. The class-balanced self-training helps detectors to learn frequently appearing and rare classes simultaneously. The proposed approach is proven to be versatile and can accommodate voxel-based and point-based 3D detectors.
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