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Abstract

Large Pre-trained Transformers exhibit an intriguing ca-
pacity for in-context learning. Without gradient updates,
these models can rapidly construct new predictors from
demonstrations presented in the inputs. Recent works pro-
mote this ability in the vision-language domain by incorpo-
rating visual information into large language models that
can already make in-context predictions. However, these
methods could inherit issues in the language domain, such
as template sensitivity and hallucination. Also, the scale
of these language models raises a significant demand for
computations, making learning and operating these mod-
els resource-intensive. To this end, we raise a question:
“How can we enable in-context learning without relying on
the intrinsic in-context ability of large language models?”.
To answer it, we propose a succinct and general frame-
work, Self-supervised IN-Context learning (SINC), that in-
troduces a meta-model to learn on self-supervised prompts
consisting of tailored demonstrations. The learned mod-
els can be transferred to downstream tasks for making in-
context predictions on-the-fly. Extensive experiments show
that SINC outperforms gradient-based methods in various
vision-language tasks under few-shot settings. Further-
more, the designs of SINC help us investigate the benefits of
in-context learning across different tasks, and the analysis
further reveals the essential components for the emergence
of in-context learning in the vision-language domain.

1. Introduction

Large language models such as GPT-3 [6] are able to per-
form in-context learning (ICL): given a prompt consisting
of a series of demonstrations and a query data as input, the
model can generate the corresponding prediction without
any parameter updates. Meanwhile, recent works show that
large vision-language (VL) models [2, 67] can also possess
such an ability. Specifically, these models can rapidly in-

Figure 1. Illustration of SINC. A meta-model is introduced for
acquiring in-context ability given features extracted from gen-
eral models. During pre-training, the meta-model is learned on
prompts constructed in a self-supervised manner. Our designs
jointly enable the transfer of in-context ability to the downstream.

corporate multimodal information with few demonstrations
for tackling a variety of downstream tasks, such as image
captioning [9], visual question answering [22], and fast con-
cept binding [6]. Behind the success, the shared scheme of
these approaches is to incorporate visual information into
large language models via proposed modules. In particu-
lar, the in-context ability of these VL models would signif-
icantly rely on the language side. As such, the issues in
the language domain could be inherited, such as template
sensitivity [40, 52] and hallucination [27]. Previous stud-
ies [19, 2, 6, 56, 67] also indicate that the in-context ability
scales with the model sizes and barely emerges in smaller
models [6]. This property requires current methods to be
built upon large language models for leveraging in-context
demonstrations. Although previous works typically freeze
language models for training efficiency, the language mod-
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Figure 2. Architectural comparison. Previous works (a) [67] and
(b) [2] achieve in-context learning for VL tasks with large lan-
guage models. Our SINC relieves such a constraint by introducing
a meta-model for acquiring the in-context ability.

els are still involved in the learning process, creating a non-
negligible demand for resources to learn or operate these
models [64]. Moreover, the length of demonstrations could
readily exceed the practical limitation of most Transformer
models [78], especially for vision-language data.

To this end, we pose a challenging research question:
“How can we enable in-context learning without relying on
the intrinsic in-context ability of large language models?”
The access to the solution could lie in the understanding of
ICL properties in large language models. Previous studies
have shown that the formats of demonstrations can affect
performance drastically [37, 40, 79, 81]. Furthermore, [43]
shows that randomly assigning labels for the demonstra-
tions could barely decrease the performance, while [77] jus-
tifies that the phenomenon is not generalized across tasks.
In view of these obscure observations, recent works attempt
to study ICL specifically from different perspectives. [1, 14]
show that Transformers trained from scratch can implicitly
implement the gradient descent algorithm in their forward
pass, and the number of attention layers [82] could further
relate to the equivalent learning steps. [7, 56], in another
way, study the effects of training data for language mod-
els. The results reveal that the emergence of ICL could
be attributed to certain language properties such as bursti-
ness [33, 54]. Overall, these studies suggest that the in-
context ability of language models results from multiple
factors. Moreover, this ability could be incidental since typ-
ical language modeling is not intentionally designed based
on these factors. Thus, models could exhibit unexpected
behaviors, and the acquisition of in-context ability could be
inefficient in terms of model capacity.

To address previous limitations, we present a general
framework, named Self-supervised IN-Context learning
(SINC). The core idea is to decouple the acquisition of
in-context ability from conventional VL pre-training and
incentivize it through both architectural and data perspec-
tives. Specifically, we introduce a meta-model as the in-
context learner that directly operates on the representations
produced from frozen models. A self-supervised learning
scheme is proposed to enable the meta-model to make pre-

dictions based on demonstrations, with the transferability
across tasks. In particular, we learn the meta-model on tai-
lored prompts comprising sequences of data and label repre-
sentations. For constructing data-label pairs in the prompts,
inspired by the literature of question answering [20, 50, 71],
we regard data sharing similar missing semantics as ho-
mogeneous and group them as a class. This strategy en-
ables us to create diverse labels from unannotated image-
text pairs. However, we identify that the predictions from
models would be agnostic to the demonstrations if there is
no adequate correlation with the query data. Therefore, we
leverage the idea from few-shot learning [11, 62] to cre-
ate specific prompts to trigger the model for utilizing the
demonstrated information. Furthermore, in our observa-
tions, downstream tasks would demand the in-context abil-
ity to different degrees. We thus propose learning different
prompts with a controllable ratio to better benefit and study
different tasks. Regarding the formation of representations,
on the data side, we propose incorporating pre-trained mod-
els from various domains, where the produced features are
further aggregated with the proposed multi-source feature
fuser (MFF). On the label side, the representations are com-
posed of subword embeddings [53] of label descriptions,
enabling the generalization to unseen labels. Overall, our
representation-level in-context learner could be transferred
to different scenarios after pre-training, as shown in Fig. 1.
A comparison of our architecture with prior works [2, 67]
is depicted in Fig. 2, wherein prior works either (a) prepend
a learnable vision encoder or (b) interleave adapter mod-
ules to the large language models for ICL. In contrast, we
achieve ICL by introducing the meta-model after the frozen
models, enabling us to prepare the representations on sepa-
rate devices or in an offline manner. This scheme exempts
the frozen models from all the backward processes, thereby
significantly alleviating the computation burden. The main
contributions of this paper are summarized as follows.

• We propose a novel framework, SINC, that decouples
the acquisition of ICL from VL pre-training, enabling
ICL in a more manageable and extensible way with-
out relying on the intrinsic in-context ability of large
language models.

• We propose to learn a meta-model on self-supervised
prompts consisting of tailored demonstrations. The
learned models can be transferred to downstream tasks
for making in-context predictions on-the-fly.

• Extensive experiments show that SINC outperforms
previous gradient-based methods and a strong ICL
baseline. The analysis further reveals the properties
and essential components for ICL in the VL domain.
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2. Related Works
Vision-Language Pre-training. Pre-training for vision-
language scenarios is a rapidly evolving domain that aims
to bridge the gap between visual perception and natu-
ral language comprehension. Present methodologies pre-
dominantly employ large-scale transformer-based models,
which have showcased impressive effectiveness [74, 63,
72, 73, 24, 25]. Various approaches from distinct perspec-
tives have been proposed for enhancement, such as learn-
ing objectives [26, 75], frozen-model utilization [34, 2],
visual representations [24], alignments [73, 74], and pre-
training datasets [72, 35]. Moreover, a research direction
has emerged to further leverage these models in scenarios
with limited resources. This research line concentrates on
integrating lightweight modules, such as adapters [11, 12],
to enable efficient fine-tuning of vision-language mod-
els [65, 64, 80]. However, it’s important to note that these
techniques necessitate alterations to the model architecture,
followed by subsequent fine-tuning, which may not be suit-
able for situations where the model remains inaccessible.
In-Context Learning. Since [6] demonstrated the emer-
gence of the in-context learning (ICL) ability in large-scale
language models (LLMs), there has been a growing interest
in utilizing the ICL paradigm [23, 37, 40, 41, 44, 51, 52, 81].
A research line based on pre-trained LLMs has emerged
to explain the mechanism of ICL through the lens of pre-
training data [51, 56, 7], in-context examples [43, 77], and
model architecture [5, 45]. Studies suggest that the behav-
ior of in-context learners is driven by the distributions of
pre-training data, such as burstiness [33, 7, 54] and num-
bers of rarely occurring classes [51]. Combining differ-
ent training corpora can also facilitate the emergence of
ICL [56]. Further research has found that the label space
and input text distribution are more crucial than provid-
ing correct labels for demonstrations [43], while [77] justi-
fies that the observations could be limited in specific tasks.
Additionally, induction heads in large Transformer models
may contribute to ICL [45], and only a few nucleus lay-
ers are essential across downstream tasks, suggesting that
LLMs may be under-trained [5]. To incorporate ICL into
a vision-language model (VLM) [74, 63, 72, 73, 24, 25],
[67] proposes encoding images into the word embedding
space of an LLM, while [2] achieves this by interleav-
ing proposed modules to an LLM. However, the potential
pitfalls of LLM-based ICL is that LM pre-training is not
explicitly designed for this task, and the ability of ICL is
therefore implicitly learned as a by-product. Thus, further
warmup, calibration, or template designs are usually re-
quired [8, 16, 23, 37, 52, 81]. Specifically, to bridge the gap
between LM pre-training and downstream tasks, [10, 42]
apply meta-training and [30] explores the prompt-based
tuning. These studies indicate that LLMs are not the sole
approach for obtaining ICL ability, and a thorough com-

prehension of underlying factors is critical. Consequently,
aside from the LLM-based ICL mentioned above, some
works focus on investigating the empirical properties of
ICL, such as task construction or model architecture. For
instance, [19] shows that Transformer models trained from
scratch can in-context learn the class of linear functions.
[69] finds that training Transformers on auto-regressive
tasks is closely related to gradient-based meta-learning for-
mulations. [1] shows that Transformer-based in-context
learners implement standard learning algorithms implicitly
for linear regressions. Overall, these studies investigate the
ICL ability from different perspectives of LLMs to enhance
understanding, but most are limited to crafted datasets or
simplified architectures. Thus, building on these efforts, we
aspire to expand ICL research to more realistic scenarios.
Multimodal Few-shot Learning. Few-shot learning has
gained prominence in recent years with the rise of pre-
trained language models [59]. To extend this capabil-
ity to a multimodal setting, some prior works incorporate
lightweight modules, such as adapters [11, 12], to enable
efficient fine-tuning [65, 64, 80] with limited data. On the
other hand, [67] prepends a trainable vision encoder to
a frozen GPT-like LM with 7 billion parameters for ICL.
Similarly, [2] interleaves trainable adapter modules to a
frozen LM of 70B parameters and uses in-context examples
as prompts. To leverage external knowledge for few-shot
learning with GPT-3 [6], [76] converts images to captions to
utilize textual demonstrations for ICL. However, the use of
large pre-trained VL models could be impractical for real-
world applications due to their size. To this end, [28] exam-
ines the effect of prompts and pre-training objectives on rel-
atively smaller few-shot learners. Notably, previous works
mainly focus on question-answering or generative tasks, ne-
glecting other reasoning tasks [61, 70].1 These tasks are
challenging due to their complex semantics, making adap-
tation from few examples difficult. Thus, we further include
these tasks to extensively evaluate our methods.

3. Methodology
In this section, we introduce the self-supervised in-

context learning (SINC). We first describe the formulation
of our methods, and then introduce the overall framework
Finally, we delineate the crucial details of developing the
in-context ability in a self-supervised manner based on our
framework. The overview of SINC is shown in Fig. 3.

3.1. Formulation

Let F be a set of vision-language tasks and f ∈ F :
Xf → Cf is a mapping function, where Xf is the set of
input data and Cf is the set of classes. A prompt π on task

1[58] proposes a zero-shot approach for SNLI-VE. However, the
method is closely tied to additional annotations, as detailed in Appendix.
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Figure 3. Framework of SINC. The meta-model learns on prompts comprising a sequence of data and label representations. Data repre-
sentation is extracted from multiple pre-trained models (top-left). Label representation is assembled compositionally through pre-trained
token embeddings (bottom-left). To incentivize the in-context ability, we construct prompts with tailored demonstrations (bottom-center)
in a self-supervised manner (bottom-right). Prediction is then conducted by a classifier that could generalize across tasks (top-right).

f is a sequence (xd
1, f(x

d
1), ..., x

d
n, f(x

d
n), x

q) consisting of
a series of demonstrations {xd

i } ⊂ Xf and a query data
xq ∈ Xf . Consider a model θ, we say the model can in-
context learn up to ϵ if it can predict f(xq) as:

EF,Xf
[L(θ(π), f(xq))− L(θ(xq), f(xq))] ≤ ϵ, (1)

where L is an appropriate loss function depending on f .
Specifically, Eq. 1 indicates whether predictions of a model
can be improved with demonstrations. We aim to learn
such a model θ with a pretext task fsrc and generalize to
downstream tasks {f tgt

i } ⊂ F . Furthermore, to investigate
the properties of models and tasks, we define the in-context
benefit (ICB) for a task f on a model θ as:

ICB(θ, f)
.
= EXf

[
L(θ(xq), f(xq))− L(θ(π), f(xq))

L(θ(xq), f(xq))
],

(2)
which evaluates the ratio of performance improvements for
a model utilizing in-context demonstrations.

3.2. Overall Framework

Architecture. SINC learns a model θ comprising a base
model θbase and a meta-model θmeta. Given a prompt
π = (xd

1, f(x
d
1), ..., x

q), we utilize the base model to
extract the representations for the sequence, denoted as
(hd

1, ĥ
d
1, ...., h

q). Now, given the representations of preced-
ing demonstrations, we learn the model to predict f(xq) by
minimizing the expected loss:

L = −EXf
[logP (f(xq)|π, θbase, θmeta)]

= −EXf
[logP (f(xq)|hq, {hd

i }, {ĥd
i }, θmeta)].

(3)

The meta-model is a decoder-only Transformer [49, 6], and
we only consider the prediction of f(xq) for loss computa-
tion. Next, we address the constructions of h and ĥ.

Multi-Source Data Representations. We design our base
model θbase to flexibly cooperate with multiple knowledge
sources. Specifically, given the vision-language data x
and several pre-trained models {ϕi} specialized in differ-
ent modalities, e.g., vision models, language models, and
vision-language models, we first extract data features from
each of the models with respect to the corresponding modal-
ities, denoted by {zi}. Next, we propose a multi-source fea-
ture fuser (MFF) ϕmff and a learnable indicator z′ to ag-
gregate the multimodal information from different sources.
The data representation h is then obtained as follows:

h = hz′ = ϕmff (z′, {zi}), (4)

where ϕmff is composed of cross-attention layers [68] and
hz′ is the output hidden state of z′. Overall, the base
model θbase comprises the pre-trained models {ϕi} and the
multi-source feature fuser ϕmff . Importantly, we keep {ϕi}
frozen throughout the learning, which significantly reduce
the computation demands. Moreover, attributed to the de-
sign of our architecture, {zi} can be prepared offline, as the
pre-trained models only need to be forwarded once and can
be exempted from all the backward processes, thus achiev-
ing better efficiency than the previous method [67].
Compositional Label Representations. One viable strat-
egy to construct label representations is to create a learnable
embedding for each label from scratch. However, such an
approach requires maintaining specific embeddings for dif-
ferent tasks, which could impede the model generalizabil-
ity in downstream tasks since some labels could be unseen
during pre-training. To this end, we propose creating la-
bel representations in a compositional way. The core idea
is to leverage pre-trained token embeddings from the base
model θbase. Specifically, consider such a token embedding
E ∈ R|V|×m, where V is the vocabulary and m is the em-
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Figure 4. Examples of Label-In-Demo (LID), Data-In-Demo (DID) and Out-Demo (OD) prompts in pre-training. Demonstrations are
outlined in blue and query data is outlined in red. Images are center-cropped for better visualization.

bedding size. We tokenize the descriptions of a label f(x)
into a sequence (t1, ..., tk). The label representation is then
constructed by averaging over the token embeddings of the
sequence as ĥ = 1

k

∑
i Eti , where Eti ∈ Rm is the embed-

ding of token ti. This design allows the model to generalize
to various unseen labels in downstream.
Generalizable Classifier. Following the idea of label rep-
resentation construction, the classifier should also be gen-
eralizable across different tasks. In this regard, we propose
to utilize the label representations to the classification pro-
cess. Specifically, considering a task f with class set Cf ,
we build the weight matrices of the classifier from the label
embeddings {ĥc|c ∈ Cf}. For the outputs h̃ from the meta-
model, the predicted probability P (c) of class c is obtained
as:

h̃′ = σ(W1h̃+ b1), ĥ
′
c = σ(W2ĥc + b2), (5)

sc = W3(h̃
′ ⊙ ĥ′

c) + b3, (6)
P (c) = exp(sc)/

∑
c∈Cf

exp(sc), (7)

where {Wi, bi}3i=1 are learnable transformation matrices.
The classifier is agnostic to the number and content of the
labels, offering a universal interface for transferring from
pre-training to downstream tasks.

3.3. Self-Supervised In-Context Learning

Self-Supervision Construction. To ensure the generaliz-
ability of our framework across various tasks, it is imper-
ative to create prompt sequences that encompass a wide
range of data and labels. While collecting data from mul-
tiple supervised datasets is a valid approach, the VL do-
main has limited tasks and label spaces compared to the lan-
guage [4] or vision [36] domains. To address this issue, we
propose creating data-label pairs in a self-supervised man-
ner. Firstly, we establish a general multimodal label set
by investigating concepts in unannotated image-text pairs.
Specifically, we parse texts to identify salient spans that
are typically pertinent to both the language and vision do-
mains, such as nouns, verbs, adjectives, and adverbs. The
spans are then collected as the pre-training label set C. Next,
inspired by the literature of unsupervised question answer-
ing [20, 50, 71], we create data for each label by considering
the label as the missing semantics for data. In particular, for
a given label c ∈ C, we select image-text pairs containing c
and replace the span of c with a mask token [MASK]. The
mask token indicates missing information, and data queries
for the same information can be grouped together. This
approach is related to Masked Language Modeling [15],
which aims to predict masked tokens from the context of
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a sentence, but we concentrate on using the mask token to
create homogeneous data for different labels. This design
allows us to generate diverse data-label pairs in large quan-
tities for constructing prompts that support generalization.

Demonstration Formation. Through the utilization of
self-supervised data, an extensive amount of prompts can
be employed for pre-training. However, we observe that
the formation of demonstrations has a significant impact
on the emergence of the in-context ability. Specifically,
we identify that models tend to disregard the demonstra-
tions and rely solely on the query data for predictions. We
believe this is a result of the insufficient correlation be-
tween the query data and demonstrations, as models tend
to learn from the readily accessible information regarding
predictions [21, 57]. To this end, we propose three types
of prompts: label-in-demo (LID), data-in-demo (DID), and
out-demo (OD) prompts, to incentivize the model capac-
ity from various perspectives. The LID and DID prompts
aim to enhance the correlation between the query data and
demonstrations, whereas the OD prompts aim to reinforce
the utilization of query data. Specifically, given a query
data xq belonging to class cq , we sample n classes Cd
from the pre-training label set C, and then sample an equal
amount of data for each class to create the LID prompts:
X lid ⊂ {g(c)|c ∈ (Cd∪{cq})}, where g : C → X indicates
the set of data with the same class. This approach simu-
lates the few-shot learning regime [11, 62] and encourages
model learning based on demonstrated information. While
LID prompts consider the correlation on the label space,
we propose to learn with correlated demonstrations also on
the data space. This is achieved by retrieving similar data
based on the vision-language representations to create the
DID prompts: X did ⊂ top-k(sim(X , xq)), where sim(·, ·)
is a simple cosine similarity function. The LID and DID
prompt jointly promote the models to utilize demonstrations
for predictions. To balance the utilization of query data and
demonstrations, the OD prompts are constructed by ran-
domly sampling data from the datasets: X od ⊂ X , which
has relatively fewer benefits from demonstrations. We fur-
ther introduce the in-demo ratio ρ to balance the exposure
of OD or LID/DID prompts during pre-training. This en-
ables us to further control the model’s inclination to lever-
age demonstrations, which could vary across different tasks.
The examples of LID/DID/OD prompts are shown in Fig. 4
and the learning process is summarized in Alg. 1

Correlation Embeddings. Utilizing the proposed prompts
for learning allows the model to predict with variant reliance
on the provided demonstrations. To enable the model to
activate the corresponding capacity concerning the demon-
strations, we introduce the correlation embeddings that
specify the relations between the query data and demon-
strations. Specifically, we add the embeddings to data rep-

resentations of prompts, hq and {ĥd
i }, as follows:

hq ← hq + ec, h
d
i ← hd

i + ec, (8)

ec = σ(Wc(
∑

i (ĥ
d
i ⊙ hq)) + bc), (9)

where Wc and bc are learnable parameters. This design pro-
vides controllability of predictions conditioned on demon-
strations, benefiting tasks with diverse prompt distributions.

Algorithm 1: Self-Supervised In-Context Learning

Construct self-supervised dataset D = {(x, f(x))}.
Let X be the data set, C be the class set.
for (xq , f(xq)) ∈ D do

if δ1 < ρ,where δ1 ∼ U(0, 1) then
if δ2 = 0,where δ2 ∼ B(0.5) then

Sample classes Cd ⊂ C;
Sample data X d = X lid ⊂ {g(c)|c ∈ (Cd ∪ {cq})};

else
Sample data X d = X did ⊂ top-k(sim(X , xq));

end
else

Sample data X d = X out ⊂ X ;
end
π = (X d, f(X d), xq) = (xd

1, f(x
d
1), ..., x

q);
Compute loss L(f(xq)|π, θ) from Eq. 3 and update θ;

end

4. Experiments
4.1. Experimental Settings

Pre-training Datasets. We construct the self-supervised
dataset proposed in Sec. 3.3 from four image-text datasets,
including COCO [9], Visual Genome [32], Conceptual Cap-
tions [55], and SBU Captions [46]. The labels are de-
signed to encompass nouns, verbs, adjectives, and adverbs
extracted from image-text pairs. The dataset is curated to
contain 4 million data, and further expansion is feasible. To
enhance learning efficiency, we preprocess the data repre-
sentations offline.
Downstream Datasets. We benchmark SINC on various
VL tasks, including multimodal fast concept binding [67],
visual question answering (VQAv2 [22]), visual entailment
(SNLI-VE [70]) and visual reasoning (NLVR2 [61]). These
tasks exhibit diverse data formats, enabling us to examine
the properties of ICL across different scenarios.
Implementation Details. The meta-model is a 12-layer
decoder-only transformer, and the multi-source feature
fuser comprises a single cross-attention layer. For data rep-
resentation, METER [18], ViT [17], and RoBERTa [39]
are considered as the vision-language, vision, and language
knowledge sources. During pre-training, we use 8 demon-
strations. For DID prompts, we leverage Faiss [29] to re-
trieve related data based on VL representations. For LID
prompts, we sample 1 class in addition to the query class.
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The model is pre-trained for 500k steps with 4k warm-up
steps. We monitor pre-training performance with LID and
OD prompts from a separate validation set. For downstream
tasks, we leverage DID prompts for ICL evaluation.

4.2. Comparison with Prior Arts

We first conduct experiments on the fast concept bind-
ing [67], which is established to evaluate models’ ability
to associate a word with a visual category in few-shot set-
tings. Tab. 1 demonstrates that SINC significantly outper-
forms both ICL (row 3) and gradient-based (GD) methods
(rows 1-2) by at least 57.1%/50.1%/51.5% under 2-/6-/10-
shots. The main benefits of Frozen (row 3) come from the
huge pre-trained LM, which also limits the model’s capac-
ity to adapt to new concepts from a few demonstrations
since it depends mostly on pre-learned knowledge. In con-
trast, SINC possesses the advantage of reducing the depen-
dency on linguistic cues or template designs for leveraging
demonstrations. This property allows SINC to better adapt
to novel tasks, thereby highlighting its superiority. Notably,
GD methods (rows 1-2) hardly learn an effective predictor
to tackle novel words, even METER-P reuses the language
model head as in the prompt learning scheme [38].

Next, we evaluate SINC on various real-world VL tasks.
Tab. 2 presents the comparisons on visual entailment and
reasoning tasks under few-shot regimes, which have re-
ceived limited attention in prior research. The results
demonstrate that SINC is capable of tackling tasks that re-
quire reasoning skills. Notably, the data representations for
NLVR2 are obtained by combining two images, which are
generally not seen during pre-training, highlighting SINC’s
ability to generalize to diverse data representations. Tab. 3
further presents the comparisons on visual question answer-
ing, indicating that SINC outperforms GD methods (rows
4-7) under the 4-shot setting and remains competitive for
higher shot numbers. Notably, [58] (row 7) is tailored for
the VQAv2 dataset. It uses a pre-trained language model
to filter candidate answers and generate text templates for
matching images with CLIP [48], and the computation cost
would increase rapidly with the number of candidate an-
swers. We emphasize that SINC confers further benefits in
enabling predictions without any parameter updates. Ad-
ditionally, our framework is generalizable across different
tasks, thus eliminating the need for problem-specific tailor-
ing as prior works. From the comparisons, we also note that
the benefits from increasing shot number tend to plateau for
SINC, which aligns with prior research [2]. Further investi-
gation is presented in Sec. 4.3. Compared to previous ICL
methods (rows 1-3), SINC employs a significantly lower
number of learnable and frozen parameters (at least 3.5 and
13.2 times less) to achieve ICL. While we aim to compare
models with a more manageable size (<1B), SINC can still
outperform Frozen (>7B) substantially, emphasizing the

Model GD # of Params. Fast Concept Binding
Learn / Frozen 2- / 6- / 10-shot

METER-C [18] ✓ 319M / - 50.00 / 50.43 / 50.98
METER-P [18] ✓ 319M / - 50.00 / 50.33 / 51.20
Frozen [67] ✗ 438M / 7B 53.40 / 57.90 / 58.90

SINC(ours) ✗
82M / 319M 76.56 / 79.88 / 82.28

124M / 529M 83.88 / 86.92 / 89.24

Table 1. Performance comparisons on fast concept binding. The ”-
C” and ”-P” methods refer to initializing classifiers or reusing LM
heads for predictions. GD specifies the need of gradient descent.

Model GD # of Params. SNLI-VE NLVR2

Learn / Frozen dev / test dev / test

VL-T5 [13] ✓ 224M / - 37.54/38.51 52.65/51.50
METER [18] ✓ 319M / - 49.21/49.14 55.03/55.03

SINC(ours) ✗
82M / 319M 53.03/53.02 55.27/55.30
124M / 529M 54.71/54.98 58.94/59.04

Table 2. Performance comparisons on SNLI-VE and NLVR2 with
16 demonstrations. GD specifies the need of gradient descent.

Model GD # of Params. VQAv2
Learn / Frozen 4- / 16- / 32-shot

Frozen parameter counts > 1B

Frozen [67] ✗ 438M / 7B 38.20 / - / -
PICa [76] ✗ - / 175B - / 54.30 / -
Flamingo [2] ✗ 10B / 70.5B 63.10 / 66.80 / 67.60

Frozen parameter counts < 1B

METER [18] ✓ 319M / - 23.53 / 24.43 / 26.89
VL-T5 [13] ✓ 224M / - - / 31.80 / -
FewVLM [28] ✓ 224M / - 45.10 / 48.20 / -
TAP-C [58] ✓ 0.3M / 229M 45.87 / 48.89 / 50.18

SINC(ours) ✗
82M / 319M 46.21 / 46.60 / 46.82

124M / 529M 47.21 / 48.25 / 48.58

Table 3. Performance comparisons on VQAv2. GD specifies the
need of gradient descent. The second best scores are underlined.

merits of learning the ICL explicitly.

4.3. Main Properties

Learning Dynamics. We monitored the performance of the
model during pre-training to investigate the emergence of
in-context ability in Fig. 5. The results suggest a trade-off
between the performance of OD and LID prompts in two re-
gards. Firstly, an increase in the in-demo ratio is associated
with a higher LID performance and the early development
of in-context ability. Notably, during validation, we mapped
the labels of the LID prompts to random ones, preclud-
ing the possibility of accurate predictions based on mem-
orization, and therefore establishes that the models indeed
leverage information from the demonstrations. Secondly,
we found that the performance of LID prompts would de-
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crease as the training proceeds to later stages, while the
performance of OD prompts continues to improve. We hy-
pothesize that this trade-off could stem from the learning
interference across data distributions [47, 66] since differ-
ent prompts aim to acquire distinct and possibly opposing
capacities. The alleviation of this trade-off is also worth
exploring as a future research direction. Furthermore, we
observed that the performance of LID prompts remains at
binary chances for a 0.0 in-demo ratio. Overall, our find-
ings suggest that models may not efficiently learn to predict
with demonstration without specific incentivization, and
our framework effectively addresses this issue through the
learning with self-supervised prompts.
Different In-Demo Ratio. Fig. 6 presents the in-context
benefits (ICB) achieved by models trained with different
in-demo ratios across various tasks. Our results reveal
that a higher in-demo ratio confers significant advantages
for tasks such as fast concept binding, which entails sim-
ple classification but requires sufficient information from
demonstrations. Moreover, we observe that VQAv2 attains
a higher ICB compared to NLVR2 and SNLI-VE. We at-
tribute this finding to their smaller label space, which com-
prises only two and three categories, thus rendering the con-
struction of the label space relatively easy and relying less
on demonstrations. Notably, since the frozen VL model we
used [18] is pre-trained with image-text matching (ITM),
demonstrations may readily activate the binary classifica-
tion ability, resulting in the closed ICB for NLVR2 across
different in-demo ratios. Importantly, we note that the peak
of ICB varies across tasks, indicating that different tasks re-
quire varying degrees of in-context ability. We believe this
highlights the necessity of providing controllability in lever-
aging demonstrations, which we primarily achieved through
the design of correlation embeddings.
Different Number of Demonstrations. Fig. 7 shows the
impact of varying numbers of demonstrations on the in-
context benefit (ICB). Significantly, different tasks exhibit
varying sensitivity to the number of demonstrations, with a
notable performance saturation as the length of prompts in-
creases. We hypothesize that the saturation may arise due
to the generalization issues of Transformer models. Specif-
ically, previous studies have highlighted significant gener-
alization deficiencies in Transformers with respect to se-
quence length [3], and attention could be distracted on long
sequences, resulting in degraded performance [60]. Thus,
relevant techniques may be applied to mitigate this issue,
which we identify as an important future research direction.
Notably, the efficient learning scheme of SINC allows us to
investigate such issues with higher shots to further under-
stand the properties of ICB.
Order Sensitivity. To explore the influence of demonstra-
tion order on SINC, we evaluate standard deviations for per-
formance on VQAv2/SNLI-VE/NLVR2, yielding respec-

Figure 5. Dynamics of validation performance for OD and LID
prompts during pre-training.

Figure 6. In-Context Benefit (ICB) for models learned in different
in-demo ratios. The number of demonstrations is 2 and 4 for fast
concept binding and other tasks, respectively.

Figure 7. In-Context Benefit (ICB) for different numbers of
demonstrations. The model is learned in a 0.2 in-demo ratio.

tive values of 0.41/0.35/0.53 for the 0.2 in-demo ratio and
4 demonstrations, which is generally not significant com-
pared to mean values. Our results indicate that SINC ex-
hibits low sensitivity to the order of demonstrations. We
attribute this property to the specialized learning process of
SINC, which facilitates exposure to diverse prompts.
Different Settings. We evaluate the efficacy of SINC on
various settings, as demonstrated in Tab. 4. Our results
reveal that decreasing the meta-model size from 124M to
82M does not lead to a significant reduction in performance,
while concurrently enhancing operational efficiency (row
2). Furthermore, increasing the size of the pre-training
datasets yields improved performance, indicating the po-
tential for further scalability (row 3). Our ablation analy-
sis also demonstrates the performance benefits of utilizing
multi-source data representation (rows 4-5). Remarkably,
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even in the absence of pre-trained VL models, SINC could
effectively learn for ICL by leveraging both vision and lan-
guage representations (row 5). Moreover, our framework
is highly flexible, enabling the use of different VL mod-
els, e.g., BLIP2 [34] and ViLT [31], for learning an ICL
framework. The results demonstrate that SINC can gener-
alize across various VL models, with feature quality having
a further impact on performance (rows 6-7). Therefore, it
allows us to boost performance with stronger feature ex-
traction models. Additionally, we explored the impact of
demonstration selection, where OD prompts were used in-
stead of LID prompts for evaluation (row 8). The results
indicate that incorporating relevant demonstrations can fur-
ther boost performance, aligning with prior studies [37, 79].

4.4. Learning Efficiency

SINC decouples the learning of in-context ability by in-
troducing a meta-model that operates on the representations
generated by frozen models. By doing so, the frozen mod-
els do not participate in the backward process, thereby re-
ducing the computational cost significantly. To evaluate the
effectiveness of this scheme, we conduct experiments by
comparing the learning cost, including GFLOPs and mem-
ory footprint of SINC with that of the Frozen [67], un-
der comparable settings. More details are available in Ap-
pendix. The results, presented in Tab. 5, clearly indicate
that SINC achieves a significant reduction in learning cost
compared to Frozen. This is a desirable property, especially
considering the rapid evolution of pre-trained models, as it
allows us to efficiently retrain the meta-model and leverage
the latest knowledge sources. Additionally, Tab. 5 shows the
inference cost of the representation obtained from frozen
pre-trained models in bottom rows. Notably, our proposed
architecture enables flexible selections for feature extrac-
tors, providing superior scalability and generalizability.

5. Discussion and Conclusion
Current ICL techniques in the vision-language (VL) do-

main are heavily reliant on large pre-trained language mod-
els, which may hinder their scalability and applicability. In
this paper, we identify that this dependence arises from the
ambiguous objective of acquiring ICL. To this end, we pro-
pose a novel framework, named SINC, that decouples the
acquisition of ICL from VL pre-training and incentivizes it
from both architectural and data perspectives. Our proposed
method not only achieves superior performance compared
to previous methods but also has a lower learning cost,
making it advantageous for leveraging pre-trained models
in a black-box setting. This property is particularly cru-
cial for models with inaccessible parameters, such as Chat-
GPT. Moreover, SINC provides a general interface for ex-
ploring ICL in real-world applications and uncovering prop-
erties that can be utilized in future studies. We envision var-

Setting VQAv2 SNLI-VE NLVR2
val dev / test dev / test

Default 44.42 53.35/53.23 54.97/56.39

Scale of meta-model

124M → 82M 42.67 -1.75 51.89/52.00 -1.35 53.25/54.44 -1.84

Scale of pre-training dataset

4M → 8M 45.22 +0.80 53.40/54.00 +0.41 55.02/56.60 +0.13

Sources of data representations

All → VL 43.87 -0.55 52.89/53.00 -0.35 53.55/55.31 -1.25
All → V + L 36.14 -8.28 51.68/51.28 -1.81 52.90/52.67 -2.90

Different VL Models

[18] → [34] 41.78 -2.64 53.56/53.65 +0.32 57.03/56.85 +1.26
[18] → [31] 37.46 -6.96 45.50/45.06 -8.01 52.84/52.94 -2.79

Demonstration Selection

w/ → w/o 42.80 -1.62 52.30/52.05 -1.12 52.46/53.39 -2.76

Table 4. Different settings of SINC. Across settings, the in-demo
ratio is 0.2 and the number of demonstrations is 4 for fair compar-
isons, which may not yield optimal values for tasks.

Scale Input
Size

Learnable
Params.

Computation
(GFLOPs)

Memory
(GB)

Frozen [67]

Small 1 86.39M 1898.80 28.44
Large 1 304.35M 2162.63 38.79

SINC (ours)

Small 1 81.91M 2.15 2.18
Large 1 354.82M 14.67 14.93

- VL Feats. 9 - 301.06 3.26
- V Feats. 9 - 281.05 3.06
- L Feats. 9 - 792.95 11.45

Table 5. Learning efficiency comparisons of SINC with [67]. The
cost includes both forward and backward processes if required.
We report the cost of feature inference with an input size of 9 for
8 demonstrations and 1 query data.

ious directions for future research based on the proposed
framework, e.g., alleviating the trade-off for learning with
different prompts, enabling controllability conditioned on
the given demonstrations, and facilitating generalization for
higher shot numbers. We hope that our framework and the
perspectives provided in this paper will further drive the de-
velopment of ICL methods in the VL domain.
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