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Abstract

3D-aware image synthesis encompasses a variety of tasks, such as scene generation and novel view synthesis from images. Despite numerous task-specific methods, developing a comprehensive model remains challenging. In this paper, we present SSDNeRF, a unified approach that employs an expressive diffusion model to learn a generalizable prior of neural radiance fields (NeRF) from multi-view images of diverse objects. Previous studies have used two-stage approaches that rely on pretrained NeRFs as real data to train diffusion models. In contrast, we propose a new single-stage training paradigm with an end-to-end objective that jointly optimizes a NeRF auto-decoder and a latent diffusion model, enabling simultaneous 3D reconstruction and prior learning, even from sparsely available views. At test time, we can directly sample the diffusion prior for unconditional generation, or combine it with arbitrary observations of unseen objects for NeRF reconstruction. SSDNeRF demonstrates robust results comparable to or better than leading task-specific methods in unconditional generation and single/sparse-view 3D reconstruction.6

1. Introduction

Synthesizing 3D visual contents has gained significant attention in computer vision and graphics, thanks to advances in neural rendering and generative models. Although numerous methods have emerged to handle individual tasks, such as single-/multi-view 3D reconstruction and 3D content generation, it remains a major challenge to develop a comprehensive framework that bridges the state of the art of multiple tasks. For instance, neural radiance fields (NeRF) [28] have shown impressive results in novel view synthesis by solving the inverse rendering problem via per-scene fitting, which is suitable for dense-view inputs but difficult to generalize to sparse observations. In contrast, many sparse-view 3D reconstruction methods [55, 8, 25] rely on feed-forward image-to-3D encoders, but they are unable to handle ambiguity in the occluded region and generate crisp images. Regarding unconditional generation, 3D-aware generative adversarial networks (GAN) [31, 5, 16, 13] are partially limited in their usage of single-image discriminators, which cannot reason cross-view relationships to effectively learn from multi-view data.

In this paper, we propose a unified approach to various 3D tasks (Fig. 1) by developing a holistic model that learns generalizable 3D priors from multi-view images. Inspired...
by the success of 2D diffusion models [19, 47, 27, 38, 26], we present the Single-Stage Diffusion NeRF (SSDNeRF), which models the generative prior of scene latent codes with a 3D latent diffusion model (LDM).

While similar LDMs have been applied in 2D and 3D generation in previous work [50, 38, 12, 2, 44, 29], they typically require two-stage training, where the first stage pretrains the variational auto-encoders (VAE) [23] or auto-decoders [32] without diffusion models. In the case of diffusion NeRFs, however, we argue that two-stage training induces noisy patterns and artifacts in the latent code due to the uncertain nature of inverse rendering, particularly when training from sparse-view data, which prevents the diffusion model from learning a clean latent manifold effectively. To address this issue, we introduce a novel single-stage training paradigm that enables end-to-end learning of diffusion and NeRF weights (§ 4.1). This approach blends the generative and the rendering biases coherently for improved performance overall and allows for training on sparse-view data. Additionally, we show that the learned 3D priors of unconditional diffusion models can be exploited for flexible test-time scene sampling from arbitrary observations (§ 4.2).

We evaluate SSDNeRF on multiple datasets of categorical single-object scenes, demonstrating strong performance overall. Our approach represents a significant step towards a unified framework for various 3D tasks.

To summarize, our main contributions are as follows:

• We introduce SSDNeRF, a unified approach to all-round performance in unconditional 3D generation and image-based reconstruction;
• We propose a novel single-stage training paradigm that jointly learns NeRF reconstruction and diffusion model from multi-view images of a large number of objects. Notably, this enables training on as sparse as three views per scene, which is previously infeasible;
• A guidance-finetuning sampling scheme is developed to exploit the learned diffusion priors for 3D reconstruction from arbitrary number of views at test time.

2. Related Work

3D GANs  The generative adversarial framework [14] has been successfully adapted for 3D generation by integrating projection-based rendering into the generator. A variety of 3D representations have been explored previously, including point clouds, cuboids, spheres [24] and voxels [30] in early works, the more recent radiance fields [4, 41, 11, 42, 46] and feature fields [31, 16, 5] with volume renderer, and differentiable surface [13] with mesh renderer. The above methods are all trained with 2D image discriminators that are unable to reason cross-view relationships, making them heavily dependent on model bias for 3D consistency. As a result, multi-view data cannot be effectively exploited to learn complex and diverse geometries. 3D GANs are mostly applied in unconditional generation. Although 3D completion from images is possible through GAN inversion [11], faithfulness is not guaranteed due to limited latent expressiveness, as shown in [29, 1].

View-Conditioned Regression and Generation  Sparse-view 3D reconstruction can be tackled by regressing novel views from input images. Various architectures [8, 55, 25, 57] have been proposed to encode images into volume features, which can be projected to supervised target views through volume rendering. However, they cannot reason ambiguity and generate diverse and meaningful contents, which often leads to blurry results. In contrast, image-conditioned generative models are better at synthesizing distinct contents. 3DiM [53] proposes to generate novel views from a view-conditioned image diffusion model, but the model lacks 3D consistency bias. [58, 10, 17] distill priors of image-conditioned 2D diffusion models into NeRFs to enforce 3D constraints. These methods are parallel to our track as they model cross-view relationships in the image space, while our model is inherently 3D.

Auto-Decoders and Diffusion NeRF  NeRF’s per-scene fitting scheme can be generalized to multi-scene fitting by sharing part of the parameters across all scenes, leaving the rest as individual scene codes [7]. Therefore, multi-scene NeRFs can be trained as auto-decoders [32], where the code bank and shared decoder weights are jointly learned. With proper architectures, scene codes can be treated as latents with Gaussian priors, allowing 3D completion and even generation [21, 45, 35]. However, like 3D GANs, the latents are not expressive enough for faithful reconstruction of detailed objects. [2, 12, 51] improve upon vanilla auto-decoders with latent diffusion priors. DiffRF [29] leverages the diffusion prior to perform 3D completion. These methods train the auto-decoders and diffusion models in two separate stages, which is subject to the limitations in § 3.2.

3. Background

3.1. NeRF as an Auto-Decoder

Given a set of 2D images of a scene and their camera parameters, one can fit a scene model to reconstruct the light field in 3D space, expressed by a plenoptic function $y_\psi(r)$, where $r$ parameterizes the endpoint and direction of a ray in the world space, $\psi$ denotes the scene model parameters, and $y \in \mathbb{R}^3_+$ represents the received light in RGB format. NeRF [28] represents the light field as integrated radiance along rays through the 3D volume. It models the scene geometry and appearance as functions of the position $p \in \mathbb{R}^3$ and view direction $d \in \mathbb{R}^3$ of a point in the world space, expressed as $\rho_\psi(p)$ and $c_\psi(p, d)$ respectively, where $\rho \in \mathbb{R}_+$ is the density output and $c \in \mathbb{R}^3_+$ is the RGB color output. Differentiable volume rendering is applied to compose the
NeRF can also generalize to multi-scene settings by sharing parameters of the model parameters across all scenes [7]. Given observations of multiple scenes \( \{ y_{ij}^{gt}, r_{ij}^{gt} \} \), where \( y_{ij}^{gt}, r_{ij}^{gt} \) is the \( i \)-th pair of pixel RGB and ray of the \( j \)-th scene, one can optimize the per-scene codes \( \{ x_i \} \) and shared parameters \( \psi \) by minimizing the L2 rendering loss:

\[
\mathcal{L}_{\text{rend}}(\{ x_i \}, \psi) = \mathbb{E}_i \left[ \sum_j \frac{1}{2} \| y_{ij}^{gt} - \psi(x_i, r_{ij}^{gt}) \|^2 \right].
\]

(1)

With this objective, the model is trained as an auto-decoder [32], where the scene codes \( \{ x_i \} \) can be interpreted as the latent codes, and theplenoptic function can be regarded as a decoder in the form of \( p_\psi(\{ y_i \}| x_i, (r_j)) := \prod_j \mathcal{N}(y_j|x_i(x, r_j), I) \), assuming independent Gaussians.

### Challenges in Bridging Generation and Reconstruction

An auto-decoder with trained weights \( \psi \) can perform unconditional generation by decoding latent codes drawn from a Gaussian prior [35]. However, to ensure continuity in generation, a low-dimensional latent space and a complex decoder is required, which adds to the difficulty in optimizing the latent code to faithfully reconstruct any given views.

### 3.2. Latent Diffusion Models

Latent diffusion models (LDM) learn a prior distribution \( p_\phi(x) \) in the latent space with parameters \( \phi \), which enables the usage of more expressive latent representations, such as 2D grids for images [50, 38]. For neural field generation, previous work [2, 29, 12, 44] adopts a two-stage training scheme, where the auto-decoder is trained first to obtain the per-scene latent \( x_i \), which is then treated as real data to train the LDM. The LDM injects Gaussian perturbation \( \epsilon \sim \mathcal{N}(0, I) \) into the code \( x_i \), yielding a noisy code \( x_i^{(t)} := x_i + \sigma^{(t)} \epsilon \) at diffusion time step \( t \), under empirical noise schedule functions \( \sigma^{(t)}, \sigma^{(t)} \). A denoising network with trainable weights \( \phi \) is then trained to remove the noise from \( x_i^{(t)} \) to predict a denoised code \( \hat{x}_i \). The network is typically trained with a simplified L2 denoising loss:

\[
\mathcal{L}_{\text{diff}}(\phi) = \mathbb{E}_{i,t,\epsilon} \left[ \frac{1}{2} w(t) \| \hat{x}_\phi(x_i^{(t)}, t) - x_i \|^2 \right],
\]

(2)

where \( t \sim \mathcal{U}(0, T) \), \( w(t) \) is an empirical time dependent weighting function, and \( \hat{x}_\phi(x_i^{(t)}, t) \) formulates the time-conditioned denoising network.

### Unconditional/Guided Sampling

With trained weights \( \phi \), one can sample from the diffusion prior \( p_\phi(x) \) using a variety of solvers (e.g., DDIM [47]) that recursively denoise \( x_i^{(t)} \), starting from random Gaussian noise \( x_i^{(0)} \), until reaching the denoised state \( x_i^{(0)} \). Moreover, the sampling process can be guided by the gradients of the rendering loss against known observations, allowing 3D reconstruction from images at test time [29].

### Limitations of Two-Stage Training for 3D Tasks

While LDMs with 2D image VAEs are typically trained in two stages [50, 38], training LDMs with NeRF auto-decoders poses an unprecedented challenge. An expressive latent code is underdetermined when obtained via rendering-based optimization, leading to noisy patterns that distract denoising networks (top-left of Fig. 2). Additionally, reconstructing NeRFs from sparse views without a learned prior is exceptionally difficult (bottom-left of Fig. 2), limiting training to dense-views settings.

### 4. Proposed Method

To build a holistic model that unifies 3D generation and reconstruction, we propose SSDNeRF, a framework that conjoins the expressive triplane NeRF auto-decoder with a triplane latent diffusion model. Fig. 3 provides an overview of the model. In the following subsections, we elaborate on how training and testing are performed in detail.

#### 4.1. Single-Stage Diffusion NeRF Training

An auto-decoder can be regarded as a type of VAE that uses a lookup table encoder instead of the typical neural network encoder. As such, the training objective can be derived in a similar way as for VAEs. With NeRF decoder \( p_\psi(\{ y_{ij} \}| x, (r_j)) \) and diffusion latent prior \( p_\phi(x) \), the training objective is to minimize variational upper bound on the negative log-likelihood (NLL) of observed data \( \{ y_{ij}^{gt}, r_{ij}^{gt} \} \) [23, 36, 50]. In this paper, a simplified training loss is derived by ignoring the uncertainty (variance) in latent codes:

\[
\mathcal{L} = \mathbb{E} \left[ -\log p_\psi(\{ y_{ij}^{gt} | x_i, \{ r_{ij}^{gt} \}) \right] + \mathbb{E} \left[ -\log p_\phi(x_i) \right],
\]

(3)

where the scene codes \( \{ x_i \} \), prior parameters \( \phi \), and decoder parameters \( \psi \) are jointly optimized in a single training stage. This loss function consists of the rendering loss \( \mathcal{L}_{\text{rend}} \)
in Eq. (1) and a diffusion prior term in the form of NLL. Following \cite{50, 54, 48}, we replace the diffusion NLL with its approximate upper bound $L_{\text{diff}}$ in Eq. (2). This technique is also called score distillation in \cite{33}. Adding empirical weighting factors, we finalize our training objective as:

$$L = \lambda_{\text{rend}} L_{\text{rend}}(\{x_i\}, \psi) + \lambda_{\text{diff}} L_{\text{diff}}(\{x_i\}, \phi).$$  \hspace{1cm} (4)

Single-stage training constrains scene codes $\{x_i\}$ with both terms in the loss function, allowing the learned prior to complete the parts unseen to rendering. This is particularly beneficial to training on sparse-view data, where the expressive triplane codes are severely underdetermined.

**Balancing Rendering and Prior Weights** The render-to-prior weight ratio $\lambda_{\text{rend}} / \lambda_{\text{diff}}$ is crucial to single-stage training. To make hyperparameters more generalizable to different settings, we design an empirical weighting mechanism, in which the diffusion loss is normalized by the exponential moving average (EMA) of the scene codes’ Frobenius norms, expressed as $\lambda_{\text{diff}} := c_{\text{diff}} / \text{EMA}(\|x_i\|_F^2)$ with a constant scale $c_{\text{diff}}$, and the rendering weight is determined by the number of views available $N_v$, expressed as $\lambda_{\text{rend}} := c_{\text{rend}} (1 - e^{-0.1 N_v}) / N_v$ with a constant scale $c_{\text{rend}}$. Intuitively, $N_v$-based weighting is a calibration to the ray independence assumption in the decoder $p_\psi (\{y_j\} | x, \{r_j\}) := \prod_j N(y_j | y_\phi (x, r_j), I)$, preventing the rendering loss from scaling linearly with the number of rays.

**Comparison to Two-Stage Generative Neural Fields**

Previous two-stage methods \cite{2, 12, 29, 44} ignore the prior term $\lambda_{\text{diff}} L_{\text{diff}}$ during the first stage of training the auto-decoders. This can be seen as setting the render-to-prior weight ratio $\lambda_{\text{rend}} / \lambda_{\text{diff}}$ to infinity, resulting in biased and noisy scene codes $x_i$. Shue et al. \cite{44} partially mitigate this issue by imposing total variation (TV) regularization on triplane scene codes to enforce a smoothing prior, which resembles the LDM constraints on the latent space (mid column of Fig. 2). Control3Diff \cite{15} proposes to learn a conditional diffusion model on data generated by a 3D GAN pre-trained on single-view images. In contrast, our single-stage training aims to directly incorporate the diffusion prior to promote end-to-end coherence.

### 4.2. Image-Guided Sampling and Finetuning

To achieve generalizable test-time NeRF reconstruction that covers a wide spectrum from single-view to dense observations, we propose performing image-guided sampling and then finetuning the sampled codes considering both the diffusion prior and rendering likelihood.

Following the reconstruction-guided sampling method by Ho et al. \cite{20}, we compute the approximated rendering gradients $g$ w.r.t. a noisy code $x^{(t)}$, defined as:

$$g \leftarrow \nabla_{x^{(t)}} \lambda_{\text{rend}} \sum_j \frac{1}{2} \left( \frac{\alpha^{(t)}}{\sigma^{(t)}} \right)^{2\sigma} \| y_j^{gt} - y_\phi (x^{(t)}, t), r_j^{gt} \|^2,$$

where $\left( \frac{\alpha^{(t)}}{\sigma^{(t)}} \right)^{2\sigma}$ is an additional weighting factor based on signal-to-noise ratio (SNR), with hyperparameter $\omega$ chosen to be 0.5 or 0.25 in our work. The guidance gradients $g$ are then combined with unconditional score prediction, expressed as a correction to the denoising output $\hat{x}$:

$$\hat{x} \leftarrow \hat{x} - \lambda_{\text{grad}} \frac{\sigma^{(t)}^2}{\alpha^{(t)}} g$$  \hspace{1cm} (6)

with guidance scale $\lambda_{\text{grad}}$. We adopt the predictor-corrector sampler \cite{49} to solve $x^{(t)}$ by alternating between a DDIM step \cite{47} and multiple Langevin correction steps.

We observe that the reconstruction guidance alone cannot strictly enforce rendering constraints towards faithful reconstruction. To address this issue, we reuse the training objective in Eq. (4) to finetune the sampled scene code $x$, while freeing the diffusion and decoder parameters:

$$\min_x \lambda_{\text{rend}} L_{\text{rend}}(x) + \lambda'_{\text{diff}} L_{\text{diff}}(x),$$  \hspace{1cm} (7)

where $\lambda'_{\text{diff}}$ is the test-time prior weight, which we find should be lower than the training weight $\lambda_{\text{diff}}$ for best results, as the prior learned from the training dataset is less...
reliable when transferred to a different testing dataset. We use Adam [22] to optimize the code $x$ for finetuning.

**Comparison to Previous NeRF Finetuning Approaches**

While finetuning with rendering loss is common in view-conditioned NeRF regression methods [8, 57], our finetuning approach differs in the use of diffusion prior loss on the 3D scene code, which significantly enhances generalization to novel views, as demonstrated in § 5.3.

### 4.3. Implementation Details

This subsection briefly describes some important technical details. More details can be found in the supplementary.

**Prior Gradient Caching**

Triplane NeRF reconstruction requires at least hundreds of optimization iterations on each scene code $x_i$. A problem with the single-stage training loss in Eq. (4) is that the diffusion loss $L_{diff}$ requires much longer time to evaluate than the native NeRF rendering loss $L_{rend}$, reducing overall efficiency. To accelerate reconstruction in both training and test-time finetuning, we introduce a technique called **prior gradient caching**, which caches the back-propagated prior gradients $\nabla_x L_{diff}$ for re-use in multiple Adam steps, while refreshing the rendering gradients $\nabla_x L_{rend}$ in each of the steps, which allows for fewer diffusion passes than rendering. A training pseudo-code is given in Algorithm 1.

**Denoising Parameterization and Weighting**

The denoising model $\tilde{x}_\phi(x^t, t)$ is implemented as a U-Net [39] as in DDPM [19], with a total of 122M parameters. Its input and output are noisy and denoised triplane features, respectively, with channels of all three planes stacked together. For the prediction format, we adopt the $v$-parameterization $\hat{v}_\phi(x^t, t)$ in [40], such that $\hat{x} = \alpha(t)x^t - \sigma(t)v$. Regarding the weighting function $w(t)$ in the diffusion loss in Eq. (2), LSGM [50] employs two different mechanisms for optimizing latents $x_i$ and diffusion weights $\phi$, respectively, which we find unstable with NeRF auto-decoders. Instead, we observe that the SNR-based weighting $w(t) = (\alpha(t)/\sigma(t))^2$ used in Eq. (5) works well with our models.

### 5. Experiments

#### 5.1. Datasets

We conduct experiments on the ShapeNet SRN [6, 45] and Amazon Berkeley Objects (ABO) Tables [9] datasets for benchmarking with previous work. The SRN dataset provides single-object scenes in two categories, i.e., Cars and Chairs, with a train/test split of 2458/703 for Cars and 4612/1317 for Chairs. Each train scene has 50 random views from a sphere and each test scene has 251 spiral views from the upper hemisphere. The ABO Tables dataset provides a train/test split of 1520/156 table scenes, where each scene has 91 views from the upper hemisphere. For both datasets, we use the provided renderings (resized to 128×128) with ground truth poses for training and testing.

#### 5.2. Unconditional Generation

In this section, we conduct evaluations for unconditional generation using the SRN Cars and ABO Tables dataset. The Cars dataset poses a challenge in generating sharp and intricate textures, whereas the Tables dataset comprises of diverse geometries with realistic materials. Models are trained on all images of the training set for 1M iterations.

**Evaluation Protocol and Metrics**

For SRN Cars, following Functa [12], we sample 704 scenes from the diffusion model, and render each scene using the fixed 251 camera poses from the test set. For ABO Tables, following DiffRF [29], we sample 1000 scenes and render each scene with 10 random cameras. We adopt standard generation metrics including Fréchet Inception Distance (FID) [18] and Kernel Inception Distance (KID) [3]. The metrics’ reference sets are all images in the test set for SRN Cars and all

```latex
<table>
<thead>
<tr>
<th>Method</th>
<th>Type</th>
<th>Cars</th>
<th>Tables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functa [12]</td>
<td>LDM</td>
<td>80.3</td>
<td>-</td>
</tr>
<tr>
<td>π-GAN [4]</td>
<td>GAN</td>
<td>36.7</td>
<td>-</td>
</tr>
<tr>
<td>EG3D [5]</td>
<td>GAN</td>
<td>10.46</td>
<td>4.90</td>
</tr>
<tr>
<td>DiffRF [29]</td>
<td>LDM</td>
<td>-</td>
<td>27.06</td>
</tr>
<tr>
<td>Ours (2-stage)</td>
<td>LDM</td>
<td>16.33</td>
<td>6.38</td>
</tr>
<tr>
<td>Ours (1-stage)</td>
<td>LDM</td>
<td>11.08</td>
<td>4.08</td>
</tr>
</tbody>
</table>

Table 1. Unconditional generation results on SRN Cars and ABO Tables. † denotes results reported by Functa [12]. § denotes results reported by DiffRF [29]. * denotes results reproduced by us using the official public code with a bugfix. We show ±2σ intervals.
```

7https://github.com/nvlabs/eg3d/issues/67
Comparison to the State of the Art

As shown in Table 1, on SRN Cars, SSDNeRF (1-stage) outperforms EG3D in KID (a more suitable measure for small datasets) by a clear margin. Meanwhile, its FID is drastically better than Functa, which uses an LDM but with low dimensional latent codes. On ABO Tables, SSDNeRF shows significantly better performance than EG3D and DiffRF.

Single- vs. Two-stage

On SRN Cars, we compare the proposed single-stage training against two-stage training with tuned TV regularization using the same model architecture. The results in Table 1 indicate substantial advantage of single-stage training (KID/10^{-3} 3.47 vs. 6.38).

Qualitative Results

As shown in Fig. 4, SSDNeRF generates more regular geometries than the slightly skewed and distorted shapes by EG3D [5]. Compared to DiffRF [29], our method produces sharp details and reflective materials, thanks to our more expressive model with latents of higher spatial resolution and view-dependent NeRF decoder.

5.3. Sparse-View NeRF Reconstruction

This section presents experiments on 3D reconstruction from sparse-view images of unseen objects in SRN Cars and Chairs test sets. The Cars dataset presents the challenge of recovering distinct textures, while the Chairs dataset requires accurate reconstruction of diverse shapes. Models are trained on all images of the training set for 80K iterations, as we find that longer schedule leads to decaying performance in reconstructing unseen objects. This behaviour is in accordance with the interpolation results in § 5.5.

Evaluation Protocol and Metrics

We use the evaluation protocol and metrics in PixelNeRF [55]. Given input images sampled from each test scene, we obtain the triplane scene code via guidance-finetuning and evaluate novel view synthesis quality with respect to the unseen images.
The image quality metrics include average peak signal-to-noise-ratio (PSNR), structural similarity (SSIM) [52], and Learned Perceptual Image Patch Similarity (LPIPS) [56]. In addition, we evaluate the FID between all synthesized images and ground truth images as in 3DiM [53].

**Comparison to the State of the Art** Table 2 compares SSDNeRF against previous approaches in single-view and two-view reconstruction settings. Overall, SSDNeRF reaches the best LPIPS of all tasks, indicating the best perceptual fidelity. In contrast, 3DiM generates high-quality images (best FID) but with the lowest fidelity to the ground truth (lowest PSNR); CodeNeRF reports the best PSNR on single-view Cars, but its limited expressiveness leads to blurry outputs (Fig. 5) and less competitive LPIPS and FID; VisionNeRF achieves a balanced performance on all single-view metrics, but may struggle to generate textural details on the unseen side of cars (e.g., the other side of the ambulance in Fig. 5). Moreover, SSDNeRF exhibits a clear advantage in two-view reconstruction, achieving the best performance on all relevant metrics.

**Single- vs. Two-stage** As demonstrated in Table 3, the model trained in a single stage (A0) outperforms the same architecture trained in two stages with TV regularization (A1) in all metrics of single-view reconstruction.

**Ablation Studies on Test-Time Finetuning** As shown in Table 3, we evaluate the effectiveness of test-time finetuning and the contribution of the learned diffusion prior with two ablation experiments: (A2) removing the diffusion loss during finetuning and using only the rendering loss, and (A3) omitting the finetuning process entirely. The results indicate that finetuning with single-view rendering loss provides only marginal improvements over guided sampling (A2 vs. A3), while the learned diffusion prior significantly boosts the LPIPS and FID scores (A0 vs. A2), highlighting its importance in recovering sharp and distinct contents. Moreover, the qualitative results in Fig. 5 reveal that views with higher overlap to the input view benefit the most from finetuning, meeting our expectation that finetuning helps faithfully reconstruct the exact observations.

**Sparse-to-Dense Reconstruction** To validate that SSDNeRF seamlessly bridges sparse- and dense-view NeRF reconstruction, we evaluate its novel view synthesis performance with the number of input views varying from 1 to 32. We compare our model to the triplane NeRF baseline trained as an auto-decoder with optional TV regularization instead of diffusion prior. Meanwhile, we also evaluate CodeNeRF [21], an auto-decoder with 256-d latent codes. The results in Fig. 6 show that SSDNeRF excels in all settings.
especially in 1 to 4 views. In contrast, CodeNeRF is outperformed by vanilla triplane NeRF with more views.

5.4. Training SSDNeRF on Sparse-View Dataset

In this section, we train SSDNeRF on a sparse-view subset of the full SRN Cars training set, in which a fixed set of only three views are randomly picked from each scene. Note that a reasonable decline in performance compared to dense-view training is expected as the whole training dataset has been reduced to 6% of its original size.

Unconditional Generation We adopt a training trick that resets the triplane codes to their mean value halfway through training. This helps to prevent the model from getting stuck in a local minimum that overfits geometric artifacts. We also double the length of the training schedule accordingly. The model achieves a decent FID of 19.04±1.10 and a KID/10−3 of 8.28±0.60. Results are visualized in Fig. 7.

Single-View Reconstruction We adopt the same training strategy as in § 5.3. With our guidance-finetuning approach, the model achieves an LPIPS score of 0.106, even outperforming most of the previous methods in Table 2 that use the full training set.

Comparison to TV Regularization Fig. 8 (b) shows the RGB images and geometries represented by the scene latent codes learned from three views during training. By comparison, vanilla triplane auto-decoder with TV regularization (Fig. 8 (a)) often fails to reconstruct a scene from sparse views, leading to severe geometric artifacts. As a result, previously it has been infeasible to train two-stage models with expressive latents on sparse-view data.

5.5. NeRF Interpolation

Following DDIM [47], we can sample two initial values \( x(T) \sim N(0, I) \), interpolate them using spherical linear interpolation [43], and then use the deterministic solver to obtain interpolated samples. However, as noted by [34, 37], standard Gaussian diffusion models often result in non-smooth interpolation. In SSDNeRF (with results shown in Fig. 9), we find that the model (a) trained with early stopping for sparse-view reconstruction produces reasonably smooth transitions between samples, while the model (b) trained with a longer schedule for unconditional generation produces distinct yet discontinuous samples. This suggests that early stopping preserves a smoother prior, leading to better generalization for sparse-view reconstruction.

6. Conclusion

In this paper, we propose SSDNeRF, which combines the diffusion model and NeRF representation through a novel single-stage training paradigm with an end-to-end justifiable loss. Notably, it overcomes the limitations in previous work where implicit neural fields must be obtained from dense observations first, before training the diffusion models to learn their manifold. With strong performance on multiple benchmarks, SSDNeRF demonstrates a significant advancement towards a unified framework for general 3D content manipulation.

Limitations and Future Work Currently, our method relies on ground truth camera parameters during both training and testing. Future work may explore transform-invariant models. Additionally, the diffusion prior can become discontinuous with prolonged training, which affects generalization. Although early stopping is temporarily used, a better network design or a larger training dataset may be able to address this problem fundamentally.
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