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Abstract

Cooperation between vehicles and infrastructure is vital to enhancing the safety of autonomous driving. Two significant and contradictory challenges now stand in the collaborative perception: fusion accuracy and communication bandwidth. Previous intermediate fusion methods that transmit features balance the accuracy and bandwidth compared with early fusion and late fusion, but usually have problems with feature alignment and domain gaps, and the bandwidth usage still falls short of the industrial application standard to our best knowledge.

In this paper, we propose TransIFF, an instance-level feature fusion framework with transformers that can effectively reduce bandwidth usage. Furthermore, it can align the domain gaps between vehicle and infrastructure features, and improve the robustness of feature fusion, leading to a high cooperative perception accuracy. TransIFF is composed of three components: a vehicle-side network, an infrastructure-side network, and a vehicle-infrastructure fusion network. Initially, the vehicle-side and infrastructure-side networks independently generate instance-level features. Subsequently, the infrastructure-side instance-level features are transmitted to the vehicles, significantly reducing the communication bandwidth usage. Finally, in the vehicle-infrastructure fusion network, Cross-Domain Adaptation (CDA) module is designed to align the feature domains, followed by Feature Magnet (FM) module which can adaptively fuse the instance features and achieve a robust feature fusion. TransIFF yields state-of-the-art performance on the widely used real-world vehicle-infrastructure cooperative benchmark DAIR-V2X, achieving 59.62% AP with only $2^{12}$ bytes bandwidth consumption.

1. Introduction

Accurate environment perception [14, 15, 40] is an important topic in the field of autonomous driving. Currently, autonomous vehicles mainly rely on the on-board LiDAR sensors [15, 31, 32] to obtain dense point clouds of the surrounding environment and perform target detection. However, limited by the height of the sensor installation, the vehicle perception system faces challenges such as occlusion-induced blind spots and long-distance perception instability, which hinder the development of autonomous driving. In recent years, there has been an increasing amount of research focused on utilizing both vehicle-side and infrastructure-side information to achieve Vehicle-to-Everything (V2X) cooperative perception [22, 36, 37, 8] to address these issues. Thanks to the high installation height of infrastructure-side sensors, autonomous vehicles can achieve a global perspective and long-distance perception by receiving information from infrastructure-side sensors, significantly improving the perception ability.

Figure 1. TransIFF achieves superior performance-bandwidth trade-off on DAIR-V2X benchmark. Compared with other intermediate fusion methods, TransIFF can achieve over $2^{12}$ times less communication volume, and still have an AP of nearly 60%. The curve of Where2comm means its performance at different bandwidth usage.
One of the challenges of vehicle-infrastructure collaborative perception is that information needs to be sent from infrastructure-side equipment to autonomous vehicles, which requires communication bandwidth resources. However, industrial communication systems can hardly afford huge communication consumption in real-time [42, 13]. Therefore, how to reduce communication bandwidth consumption while ensuring the accuracy of cooperative perception is crucial. Intermediate fusion [6, 19, 30] transmits feature information, offering a trade-off between bandwidth occupation and accuracy. However, despite the reduction in data volume compared to early fusion, the bandwidth occupation of intermediate fusion still falls short of the industrial standard. Moreover, most intermediate fusion methods face the challenge of spatial alignment [11, 27, 30], which places high requirements on the real-time pose between the vehicle and infrastructure-side equipment, resulting in insufficient robustness of feature fusion. Additionally, the features from the vehicle-side and the infrastructure-side sensors belong to two domains, and domain gaps [35] in the features can also affect the accuracy of collaborative perception.

In this work, we propose TransIFF, a robust and effective instance-level feature fusion framework based on transformers. Our key idea is to reduce the bandwidth consumption by transmitting instance-level features instead of the entire features, while improving the precision of collaborative perception through aligning the domain gaps and achieving a robust and adaptive feature fusion with a transformer that can get rid of the dependence on high-precision pose.

Specifically, TransIFF is composed of three components: a vehicle-side network, an infrastructure-side network, and a vehicle-infrastructure fusion network. The vehicle-side and infrastructure-side networks are equipped with isomorphic convolutional backbones to extract 3D features, which are designed to reduce the domain gaps between the extracted features, as compared to heterogeneous backbones. Transformer decoders and a FFN module are utilized as the detection head to predict the initial bounding boxes of each side by a set of object queries. To further narrow the domain gap, the network weights of the two sides are shared and pre-trained through hybrid training. Subsequently, the output features from the respective transformer decoders will pass through a feature filter module to extract high-confidence features. Only the high-confidence features of the infrastructure-side are sent to the vehicles, which greatly reduce communication bandwidth consumption.

In the vehicle-infrastructure fusion network, the features from the vehicle-side and infrastructure-side go through Cross-Domain Adaptation (CDA) module to further align their domains. The CDA module transforms the infrastructure-side position encoding into the vehicle coordinate system by pose transformation matrix and then uses two parallel cross-domain attention to align the domain gaps. Moreover, the CDA module enhances the features of a single side by utilizing information from the other side. Finally, the features of both sides are fused by a Feature Magnet (FM) module to output the collaborative perception results.

Overall, incorporating all the components, our proposed TransIFF can achieve a remarkable low bandwidth consumption, while maintaining a high collaborative perception precision (Fig. 1). To summarize, the main contributions are as follows:

- We propose TransIFF, a transformer-based vehicle-infrastructure collaborative perception fusion framework, which can realize best performance-bandwidth trade-off by transmitting instance-level features.
- To address the domain gap issue in the intermediate fusion, we design Cross-Domain Adaptation (CDA) module. Additionally, vehicle-infrastructure isomorphic backbones and hybrid pre-training are also used to help achieving domain alignment.
- We introduce several simple yet effective designs to improve the robustness of feature fusion, such as unified positional encoding and Feature Magnet (FM) module. Our TransIFF achieves state-of-the-art performance on the widely used real-world benchmark DAIR-V2X, achieving 59.62% AP while only taking up $2^{12}$ bytes bandwidth.

2. Related Work

Cooperative Perception Datasets. In order to promote the development of the cooperative perception, many high-quality datasets have been released these years. Rope3D [41] and WIBAM [25] are two datasets for infrastructure-side 3D detection. OPV2V [38], V2X-Sim [18] and V2XSet [37] are simulated datasets that focus on multi-agent cooperative perception. V2XP-ASG [33] is an open adversarial scene generation framework which can create challenging scenes used as simulated V2X dataset. DAIR-V2X [42] is the only real world vehicle-infrastructure cooperative benchmark which supports both camera and LiDAR modalities. However, originally DAIR-V2X only annotates 3D boxes within the range of camera’s view in vehicle-side. CoAlign [24] supplements the missing 3D box annotations to enable the 360 degree detection.

Cooperative 3D Object Detection. Utilizing cooperative perception to assist single-vehicle autonomous driving has attracted more research attentions [12, 21]. CSVNet [28] first uses multiple sets of images between two vehicles to achieve better accuracy in controlling steering angle. Early and late fusion schemes are first introduced in a vehicle-infrastructure cooperative perception system in

**Transformer in Vision.** Transformer [29] has revolutionized the field of natural language processing. It is composed of multi-head self-attention mechanisms, which enable the network to capture complex relationships between elements in a sequence. Since attention has no ability to learn location information, additional positional encoding always be encoded into the features. Transformer has been proven to be highly effective in computer vision tasks, such as image classification [5, 9], object detection [3, 4], and segmentation [34]. Additionally, the parallel processing capabilities of the transformer have made it feasible for real-time video field [1, 20].

### 3. Methodology

**3.1. Overall**

The architecture of the TransIFF is depicted in Fig. 2. To obtain the initialization weight of the model, we alternately use the input data from the vehicle-side and infrastructure-side for training. After that, the LiDAR clouds from both sides are fed into the isomorphic 3D Backbone for preliminary feature extraction. These features from the vehicle side and the infrastructure side are then fed into a transformer block in parallel to extract instance-level features. The filter module is then employed to eliminate features with low confidence levels. This can preliminarily reduce the bandwidth of transmission and decrease the generation of false positive results. To align the domain of features from both sides, we propose Cross-Domain Adaptation (CDA) module. In this module, the position encoding of the infrastructure-side is transformed into the coordinate system of the vehicle-side, which implicitly encodes the spatial information into the instance-level feature of the infrastructure side. The instance-level features from both sides then perform cross-domain attention in parallel to align domains. Furthermore, we introduce the Feature Magnet (FM) module, which fuses features by deduplicating the same instance-level features, thereby generating...
unique instance-level features. Finally, the instance-level features are input through the transformer decoder and detection head for collaborative perception results.

3.2. Unified Positional Encoding

Due to the diverse coordinate systems used by the infrastructure and the vehicle, positional encoding is essential for instance-level fusion, which demands consistency in the feature representation from several sources. Positional encoding has already been extensively employed in transformers to include location information in features that can address self-attention mechanism flaws.

The ultimate goal of vehicle-infrastructure cooperative tasks is to enhance and supplement the perception abilities of vehicles. Therefore, it is appropriate to use the vehicle coordinate system as a unified coordinate system. Firstly, we calculate the relative position relationship between the vehicle and the infrastructure from the BEV perspective. Due to the absence of height information, the transformation relationship of the position is reduced from six degrees of freedom \((t_x, t_y, \theta_x, \theta_y, \theta_r, \theta_y)\) to three degrees of freedom \((t_x, t_y, \theta_y)\). Then, we transform the independent positional encoding of the infrastructure-side into the vehicle-side BEV space through a transformation matrix, the formulas are listed as follows:

\[
\begin{bmatrix}
    x' \\
    y' \\
    1
\end{bmatrix} =
\begin{bmatrix}
    \cos \theta_y & -\sin \theta_y & 0 \\
    \sin \theta_y & \cos \theta_y & 0 \\
    0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
    x \\
    y \\
    1
\end{bmatrix} + \begin{bmatrix}
    t_x \\
    t_y \\
    0
\end{bmatrix}
\]

(1)

Finally, due to the numerical precision issues caused by the transformation, we use the nearest neighbor method to align the transformed position encoding to the vehicle side, the formulas are listed as follows:

\[
\begin{bmatrix}
    x_{out} \\
    y_{out} \\
    1
\end{bmatrix} =
\begin{bmatrix}
    \text{round}(x') \\
    \text{round}(y') \\
    1
\end{bmatrix}
\]

(2)

where \(\text{round()}\) denotes rounding operator. Following above steps, unified positional encoding is generated, as shown in Fig.3.

3.3. Cross-Domain Adaption

To overcome the domain gap problem between the instance-level features extracted from the vehicle and infrastructure sides, we propose a Cross-Domain Adaptation (CDA) module, as shown in Fig. 4.

In the CDA module, infrastructure-side positional encoding is transformed to vehicle-side coordinate system to align features in space. Then, using the top-ranking grid features from each side as \(Q_{veh}, Q_{inf}\), and the concatenated features from both sides as \(K_{cat}\) and \(V_{cat}\), the module performs cross-domain attention in parallel. The formulas for cross-domain attention operation are listed as follows:

\[
Q_{veh} = \text{Cross-Domain Attention}(Q_{veh}, K_{cat}, V_{cat})
\]

\[
= \text{softmax}\left(\frac{Q_{veh}K_{cat}^T}{\sqrt{d_k}}\right)V_{cat}
\]

(3)
module is a weighted sum of the fact that the output of the cross-domain attention in the CDA from the other side to reduce the domain gap. Due to the dually learn and extract heterogeneous feature information them back to generate optimal queries, where each query corresponds to a unique object.

In the Feature Magnet module, the queries from vehicle-side and infrastructure-side are sent to Query Optimization module to obtain optimal queries and then sent to a transformer decoder with concatenated features to fuse features. 

(b) Query Optimization Module. In the Query Optimization module, similar queries from different sides indicate that they correspond to the same object in space. To avoid redundancy, the Query Optimization module splits out similar query pairs, fuses them, and concatenates them back to generate optimal queries, where each query corresponds to a unique object.

\[
Q^{inf} = \text{Cross-Domain Attention}(Q^{inf}, K^{cat}, V^{cat})
\]

\[
= \text{softmax}\left(\frac{Q^{inf}K^{cat}^T}{\sqrt{d_k}}\right)V^{cat}
\]  

Through this operation, the queries on one side can adaptively learn and extract heterogeneous feature information from the other side to reduce the domain gap. Due to the fact that the output of the cross-domain attention in the CDA module is a weighted sum of the \(V^{cat}\), which contains all the information from the two domains, the CDA module essentially aims to bring both domains closer to a common intermediate representation. Specifically, by utilizing the shared \(V^{cat}\) in the cross-domain attention mechanisms, the module encourages convergence between the two domains towards a central representation.

To further facilitate the adaptation of features belonging to distinct domains, we employ an isomorphic backbone. Both the vehicle-side network and infrastructure-side network use the same 3D backbone to extract features. During training, we initialize the backbone using the weights generated by the vehicle-infrastructure hybrid training as pre-training weights to further reduce the domain gap.

The output features are then fed into a feed-forward network (FFN) to produce prediction results and calculate the corresponding loss respectively. By incorporating features from the other side through CDA, our approach enhances the detection results on each side, making the output queries more informative and useful.

3.4. Feature Magnet Module

Through the CDA module, we generate instance-level features for both the vehicle and infrastructure sides in a similar domain. To fuse the features from both sides, we design a Feature Magent (FM) module which is composed of a Query Optimization module and a transformer decoder.

An intuitive idea is to concatenate the features as \(Q, K, V\), and then implement a self-attention operation. However, the concatenated queries contain repeated obstacles in the vehicle-infrastructure common-view area, which negatively impact the bipartite matching and learning difficulty of the network. Therefore, we propose a deduplication operation named Query Optimization module to generate optimal queries without duplicate obstacles, as shown in Fig.5 (b). The optimal queries are of three types: obstacles from the vehicle and infrastructure sides appear separately, and deduplicated obstacles are shared by both sides. The Query Optimization module establishes a one-to-one matching relationship between a query and a ground truth, significantly lowering the network’s learning difficulty. We do not perform deduplication on \(K\) and \(V\) because they require complete information.

In the Query Optimization module, firstly, we find the queries on one side can adaptively learn and extract heterogeneous feature information from the other side to reduce the domain gap. Due to the fact that the output of the cross-domain attention in the CDA module is a weighted sum of the \(V^{cat}\), which contains all the information from the two domains, the CDA module essentially aims to bring both domains closer to a common intermediate representation. Specifically, by utilizing the shared \(V^{cat}\) in the cross-domain attention mechanisms, the module encourages convergence between the two domains towards a central representation.

To further facilitate the adaptation of features belonging to distinct domains, we employ an isomorphic backbone. Both the vehicle-side network and infrastructure-side network use the same 3D backbone to extract features. During training, we initialize the backbone using the weights generated by the vehicle-infrastructure hybrid training as pre-training weights to further reduce the domain gap.

The output features are then fed into a feed-forward network (FFN) to produce prediction results and calculate the corresponding loss respectively. By incorporating features from the other side through CDA, our approach enhances the detection results on each side, making the output queries more informative and useful.

3.4. Feature Magnet Module

Through the CDA module, we generate instance-level features for both the vehicle and infrastructure sides in a similar domain. To fuse the features from both sides, we design a Feature Magent (FM) module which is composed of a Query Optimization module and a transformer decoder.

An intuitive idea is to concatenate the features as \(Q, K, V\), and then implement a self-attention operation. However, the concatenated queries contain repeated obstacles in the vehicle-infrastructure common-view area, which negatively impact the bipartite matching and learning difficulty of the network. Therefore, we propose a deduplication operation named Query Optimization module to generate optimal queries without duplicate obstacles, as shown in Fig.5 (b). The optimal queries are of three types: obstacles from the vehicle and infrastructure sides appear separately, and deduplicated obstacles are shared by both sides. The Query Optimization module establishes a one-to-one matching relationship between a query and a ground truth, significantly lowering the network’s learning difficulty. We do not perform deduplication on \(K\) and \(V\) because they require complete information.

In the Query Optimization module, firstly, we find the features with same positional encoding between different sides. The positional encodings with same values indicate that the corresponding features have similar coordinates and space overlaps, representing the same object from two perspectives. Subsequently, we pick out pairs of instance-level features and split them out. For instance, considering the case where only one pair of queries overlap, as shown in Fig. 5, the position encodings of the instance-level features represented by the two green squares from both sides are equal to 3, which means that they overlap in space and may be the same object. Supposing that there are \(N\) queries on the vehicle-side denoted as \(Q^{veh} \in \mathbb{R}^{N \times C}\), and \(M\) queries on the infrastructure-side denoted as \(Q^{inf} \in \mathbb{R}^{M \times C}\). We split the pairing overlapped queries out which can be respectively represented as \(Q_i^{veh}\) and \(Q_j^{inf}\). After that, we
<table>
<thead>
<tr>
<th>Method</th>
<th>Reference</th>
<th>Fusion Type</th>
<th>Average Precision (AP)</th>
<th>Comm ↓ (log2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>IOU@0.5</td>
<td>IOU@0.7</td>
</tr>
<tr>
<td>PointPillars [16]</td>
<td>CVPR 2019</td>
<td>Veh.-Only</td>
<td>50.03</td>
<td>43.57</td>
</tr>
<tr>
<td>PointPillars [16]</td>
<td>CVPR 2019</td>
<td>Late</td>
<td>54.32</td>
<td>44.58</td>
</tr>
<tr>
<td>DiscoNet [19]</td>
<td>NIPS 2021</td>
<td>Intermediate</td>
<td>56.01</td>
<td>42.25</td>
</tr>
<tr>
<td>V2X-ViT [37]</td>
<td>ECCV 2020</td>
<td>Intermediate</td>
<td>54.26</td>
<td>43.35</td>
</tr>
<tr>
<td>V2X-ViT [37]</td>
<td>ECCV 2022</td>
<td>Intermediate</td>
<td>59.62</td>
<td>46.03</td>
</tr>
<tr>
<td>TransIFF(Ours)</td>
<td>-</td>
<td>Intermediate</td>
<td>59.62</td>
<td>46.03</td>
</tr>
</tbody>
</table>

Table 1. Vehicle-infrastructure collaborative 3D detection performance on the DAIR-V2X val set. “Comm” denotes the communication volume used to measure the calculated with Equation 8. Methods are ranked from low to high according to the communication volume. For the fusion type: 1) Veh.-Only denotes no collaboration which only uses perception results of the vehicle. 2) Late means late fusion. 3) Intermediate denotes intermediate fusion.

concatenation the remaining queries on the instance dimension as $Q_{rest} \in \mathbb{R}^{(M+N-2)\times C}$. The formula is as follows:

$$Q_{rest} = \{Q_{n}^{veh}\}_{0 \leq n \leq N} \setminus Q_{i}^{veh} \parallel \{Q_{m}^{inf}\}_{0 \leq m \leq M} \setminus Q_{j}^{inf}$$

(5)

According to the $Q_{i}^{veh} \in \mathbb{R}^{1\times C}$ and $Q_{j}^{inf} \in \mathbb{R}^{1\times C}$, which have the same positional encoding, they are concatenated on the feature dimension and reduced to the original feature size after passing through a Multilayer Perception (MLP) as $Q_{iks} \in \mathbb{R}^{1\times C}$:

$$Q_{iks} = \text{MLP}(Q_{i}^{veh}||Q_{j}^{inf})$$

(6)

Finally, we concatenate $Q_{rest}$ and $Q_{iks}$ to generate the preferred optimal queries.

$$Optimal\ Q = Q_{rest}||Q_{iks}$$

(7)

After the Query Optimization module, as shown in Fig.5(a), we use the optimal queries as $Q$ and the concatenation of vehicle-side and infrastructure-side features output by the CDA module as $K, V$. The $Q, K, V$ are sent to a transformer decoder to further fuse instance-level features. Compared with fusion methods based on pixel-level feature alignment, our attention-based method does not rely on high-precision poses, and can achieve more robust perception effects.

Overall, our proposed FM module can efficiently and accurately fuse instance-level features from both sides, improving the accuracy of the cooperative perception.

### 4. Experiments

#### 4.1. Setup

**Dataset.** We evaluate our proposed method on the widely used real-world vehicle-infrastructure cooperative benchmark DAIR-V2X [42], which contains 9K cooperative frames with a single vehicle and infrastructure-side unit. Originally, the DAIR-V2X does not label objects outside the view of the on-board camera. To enable 360-degree detection range around the vehicle, we use the relabeled dataset following the approach in Where2comm [13] and CoAlign [24]. The vehicle-infrastructure cooperative annotations in the DAIR-V2X only provide labels for motorized vehicles, and does not include non-motorized vehicles or pedestrians. Consistent with the approach taken in Where2comm, we merge the four classes: 'Car', 'Van', 'Bus', and 'Truck', into a single category 'Car' for computing the AP. The perception range is set to $x \in [-100.8m, 100.8m], y \in [-40m, 40m]$.

**Evaluation metrics.** Following official protocol, we use average precision (AP) [10] as main metrics, with Intersection Over Union (IOU) thresholds of 0.5 and 0.7. The communication volume results are presented in logarithmic scale base 2, and the message size is counted in bytes. Mathematically, for a given feature map $F \in \mathbb{R}^{H\times W\times C}$, the communication volume is computed as follows:

$$\text{Comm}(F) = \log_2(H \times W \times C \times 32/8)$$

(8)

where 32 is multiplied since each number is represented using the float32 data type, 8 is divided as the metric byte is used. To ensure a fair and direct comparison of communication results, we do not account for any additional compression of data, features, or models.

**Implementation details.** Our proposed TransIFF is trained using a batch size of 4 on 4 Tesla V100 GPUs for a total of 20 epochs. We use the AdamW optimizer [23] with an initial learning rate of $1e - 4$ and weight decay of $1e - 2$. For the LiDAR-based 3D object detection task, we employ SECOND [39] as our 3D backbone. The features are rep-
<table>
<thead>
<tr>
<th>F</th>
<th>P</th>
<th>C</th>
<th>Q</th>
<th>Average Precision (AP)</th>
<th>Comm (log2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>53.93</td>
<td>48.93</td>
</tr>
<tr>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>53.75</td>
<td>48.97</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>59.34</td>
<td>54.73</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>59.22</td>
<td>54.88</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>61.81</td>
<td>55.90</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>61.56</td>
<td>57.44</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>63.11</td>
<td>59.62</td>
</tr>
</tbody>
</table>

Table 2. Ablation Study on different modules of the TransIFF on the DAIR-V2X val set. ‘F’ denotes the filter module in the vehicle-side and infrastructure-side, ‘P’ denotes the positional encoding in the CDA module, ‘C’ denotes cross-domain attention in the CDA module, and ‘Q’ denotes the query optimization in FM module.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Average Precision (AP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IOU@0.5</td>
</tr>
<tr>
<td>None</td>
<td>54.98</td>
</tr>
<tr>
<td>Concat</td>
<td>61.92</td>
</tr>
<tr>
<td>Embedding</td>
<td>63.11</td>
</tr>
<tr>
<td>Embedding*</td>
<td>62.84</td>
</tr>
</tbody>
</table>

Table 3. Comparison of different positional encoding strategies in the CDA module on the DAIR-V2X val set. ‘None’ denotes no positional encoding method used. ‘Concat’ means that the positions are directly concat to the query features. ‘Embedding’ denotes the query positions are embedded into d-dimensional positional encoding using a MLP, and then are element-wise summed with the query features. ‘Embedding*’ means that the MLP is shared between the vehicle-side and infrastructure-side in the CDA module.

Table 4. Detection performance on DAIR-V2X val set with pose noises. The pose noises follow a Gaussian distribution. TransIFF demonstrates robust performance under increasing noise levels.

4.2. Main Results

Table 1 presents a comparison between the proposed TransIFF and previous methods in terms of the trade-off between detection performance and communication volume. TransIFF achieves an impressive AP performance of 59.62% and 46.03% at IOU thresholds of 0.5 and 0.7, respectively, while utilizing only 2^{12.39} bytes of bandwidth. Notably, when compared to the state-of-the-art Where2Comm [13] method under the same communication volume, the TransIFF exhibits a significant improvement of 16.92% and 17.69% in AP performance at IOU thresholds of 0.5 and 0.7, respectively. When considering a similar AP performance (59.62% for TransIFF and 58.46% for Where2comm), TransIFF occupies 2^{5.8} times less bandwidth consumption than the Where2comm, which sufficiently proves the superiority of our model in balancing bandwidth occupation and detection performance. Compared with other intermediate fusion methods (DiscoNet [19], V2VNet [30], and V2X-ViT [37]), our TransIFF can save 2^{12.39} times bandwidth consumption while maintaining the highest perception performance. Our results are lower than the Where2comm with the highest bandwidth usage (AP = 63.71% when Comm = 2^{24.62} bytes), because transmitting high confidence level features may do lose some information.

Furthermore, we evaluate the execution time of TransIFF for inference. Experiments show that TransIFF operates at 0.16 seconds per execution on an NVIDIA V100 GPU using 32-bit floating point, demonstrating its efficiency for real-time perception.

4.3. Ablation Study

In this subsection, we investigate the impact of each component in our method. All ablation results are reported on the DAIR-V2X validation set. Effectiveness of Different Modules in TransIFF. As reported in the first 2 rows of Table 2, the filter module can effectively reduce the communication bandwidth from 2^{16.64} bytes to 2^{12.39} bytes. In addition, comparing the results of using positional encoding in the first four lines, it can be seen that using positional encoding will greatly improve the perception results. Furthermore, using cross-domain attention and Query Optimization in the vehicle-infrastructure fusion network can provide additional improvements of 3.89%/4.74%/1.08% in AP under three IOU thresholds.

Different Positional Encoding Strategies. Since position encoding is crucial to the transformer-based network, in this subsection, we compare several different commonly used position encoding methods. As can be seen from Table 3, the method of using embedding performs better than concat. Moreover, there is a slight advantage to utilizing an independent MLP weight for the vehicle-side and infrastructure-side, as opposed to using a same weight for both.

Analysis on Robustness against Localization Error. We
Figure 6. Visualization of predictions from (a) No Collaboration and (b) TransIFF. In the first row and second row, we respectively visualize the perception results of the model from the vehicle-side without collaboration fusion and TransIFF. Green boxes are the predicted bounding boxes, while red boxes are the ground truth bounding boxes. It is shown that the TransIFF can effectively compensate for the blind spots on the vehicle-side and improves detection performance.

We conduct an experiment to illustrate the model’s performance under varying conditions of localization error, represented by different levels of pose noise. The results are presented in Table 4. For each level of noise $\sigma_t/\sigma_r (m/°)$, we compare the $AP$ performance of TransIFF at IOU thresholds of 0.5 with that of several other methods. As can be seen from the table, even as the level of localization error increases, TransIFF continues to exhibit strong resistance to the noise, maintaining a high detection performance.

### Influence of the Query Optimization.
In this paper, Query Optimization is utilized to remove duplicate elements from the query. We hypothesize that repeated elements could introduce ambiguity in the calculation of the subsequent bipartite matching loss, resulting in increased difficulty in learning. Our experimental results in Table 5 demonstrate the effectiveness of our approach, and we observe that the learning-based method outperforms average pooling.

### 4.4. Qualitative Results

We conduct a qualitative analysis of the model’s performance using typical samples from the DAIR-V2X dataset, as shown in Fig.6. The first row (a) shows the perception results without collaboration, while the second row (b) shows the results obtained using the TransIFF framework for vehicle-infrastructure collaborative perception. Overall, TransIFF is able to generate accurate results over a large field of view. Compared to the model without collaboration, TransIFF supplements the infrastructure-side field of view and incorporates relevant features, resulting in the detection of previously undetectable objects and expanding the range of perception. Even in the field of view area within the range of only one side, the detection accuracy is still improved (e.g., the left-most object in the first row). The qualitative analysis confirms the effectiveness of the TransIFF framework for improving cooperative perception.

### 5. Conclusion

TransIFF is a feature fusion framework based on transformers that aims to enhance the cooperative perception of autonomous driving by improving fusion accuracy and reducing communication bandwidth. It is composed of three components: a vehicle-side network, an infrastructure-side network, and a vehicle-infrastructure fusion network. The vehicle-side and infrastructure-side networks extract 3D instance-level features, which are then aligned using a Cross-Domain Adaptation (CDA) module in the fusion network. An adaptive feature fusion is performed using a Feature Magnet (FM) module, which output the cooperative results. TransIFF achieves a state-of-the-art performance on the DAIR-V2X benchmark with significantly reduced communication bandwidth usage, making it a robust and effective framework for vehicle-infrastructure cooperative perception.
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