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Abstract

The main challenges of 3D pose transfer are: 1) Lack
of paired training data with different characters perform-
ing the same pose; 2) Disentangling pose and shape infor-
mation from the target mesh; 3) Difficulty in applying to
meshes with different topologies. We thus propose a novel
weakly-supervised keypoint-based framework to overcome
these difficulties. Specifically, we use a topology-agnostic
keypoint detector with inverse kinematics to compute trans-
formations between the source and target meshes. Our
method only requires supervision on the keypoints, can be
applied to meshes with different topologies and is shape-
invariant for the target which allows extraction of pose-only
information from the target meshes without transferring
shape information. We further design a cycle reconstruction
to perform self-supervised pose transfer without the need
for ground truth deformed mesh with the same pose and
shape as the target and source, respectively. We evaluate
our approach on benchmark human and animal datasets,
where we achieve superior performance compared to the
state-of-the-art unsupervised approaches and even compa-
rable performance with the fully supervised approaches. We
test on the more challenging Mixamo dataset to verify our
approach’s ability in handling meshes with different topolo-
gies and complex clothes. Cross-dataset evaluation further
shows the strong generalization ability of our approach.
Our source code is available at: https://github.
com/jinnan-chen/3D-Pose-Transfer.

1. Introduction
3D Pose transfer refers to transferring the pose from a

target input to a source input while keeping the identity in-
formation of the source at the same time. Pose transfer is
an important research topic in computer vision because of
its wide applications in many real-world applications such
as augmented/virtual reality (AR/VR), movie making, gam-
ing, metaverse, etc.

Significant progress has been made for 3D pose trans-
fer with the development of deep learning-based methods
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Figure 1. Examples of our pose transfer results on human and an-
imal. Given a source mesh and a target mesh, we aim to transfer
the pose from the target to the source.

[28, 20, 26, 8, 7]. However, 3D pose transfer remains a
very challenging task due to the lack of paired training data
since it is difficult to obtain data of two characters perform-
ing the same pose. To alleviate this problem, existing works
[26, 20, 8] generate such paired data synthetically using the
SMPL [18] and SMAL [29] models. The advantage of syn-
thetic data is that it is convenient to generate paired train-
ing data by keeping the pose parameter of different meshes
the same. However, the data generated from SMPL and
SMAL has a strong bias for both shape and pose infor-
mation due to the model parameterization. Consequently,
a network trained with synthetic data cannot adapt well to
real 3D meshes with large shape and pose variations. Unsu-
pervised approaches are proposed in [28, 7, 10] to circum-
vent the requirement for paired training data. These works
adopt an auto-encoder-based framework to learn the shape
and pose embeddings implicitly. The pose transfer can then
be achieved by swapping the pose code between the source
and target meshes. Although data-efficient, these works
only show results for 3D pose transfer between meshes with
the same topology. Furthermore, the shape and pose infor-
mation are not fully disentangled in [10, 28] due to their
implicit representation.

We propose a 3D pose transfer model weakly-supervised
with keypoints to mitigate the limitations of existing works.
Our method is weakly-supervised since we only need the
supervision on keypoints instead of ground truth deformed
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mesh. As shown in Fig. 1, our approach achieves accu-
rate 3D pose transfer although we do not use ground truth
paired data. Specifically, we first detect keypoints on both
source and target meshes with a topology-agnostic Point-
net [6]. We then compute the transformation matrices be-
tween the two sets of keypoints with the differentiable Scal-
able Inverse and Forward Kinematics (IK/FK) functions,
and propagate the transformations to all vertices of the
source mesh with Linear Blending Skin (LBS)-based mo-
tion propagation. To circumvent the lack of the ground truth
LBS skinning weights, we also design a Gaussian Mixture
Model (GMM)-based pseudo label to supervise the skin-
ning weights. We choose keypoints because it is easy to
detect and there are correspondences between subjects of
the same category. Ground truth for keypoints is also avail-
able for most datasets. Furthermore, in contrast to the im-
plicit methods, our combination of keypoint-based transfor-
mation estimation and differentiable IK/FK helps disentan-
glement of the pose from the shape information of the target.

Given that direct supervision for the deformed mesh is
not available, we propose a cycle reconstruction that can
be trained on realistic stylized meshes without the ground
truth deformed mesh: the deformed mesh is exploited as
a new target pose to reconstruct the original target mesh.
This cycle reconstruction enforces the pose transfer from
the target to the source mesh. Since our model operates
on keypoints, it is topology-agnostic and thus can be ap-
plied to meshes with large shape variations and different
topologies. Furthermore, shape regularizers are also added
to enforce the consistency between the deformed and source
meshes. We evaluate our approach on the commonly used
SMPL-synthetic dataset NPT [26] , SMAL-based [29] ani-
mal dataset and FAUST [4] from real scans, where we out-
perform existing unsupervised approaches and even achieve
comparable performance with fully-supervised approaches.
To further evaluate our method on more complex and di-
verse topologies, we also collect a new 3D mesh dataset
from Mixamo [1], where we show better performance than
the existing work. Experiments show the superiority of the
proposed method compared to the state-of-the-art 3D pose
transfer methods.

Our contributions can be summarized as: 1) We pro-
pose a new 3D pose transfer framework for training data
without ground truth supervision on the output deformed
mesh. 2) Our approach is the first keypoint-based data-
driven method for 3D pose transfer, and achieves bet-
ter shape and pose disentanglement when combined with
IK/FK. 3) Our approach is topology-agnostic, and thus can
be applied to meshes with different topologies and non-T-
pose source mesh. 4) We achieve superior performance
compared to the state-of-the-art unsupervised approaches
on FAUST dataset and supervised approaches on Mixamo
dataset, and even achieve comparable performance with

the fully supervised approaches on the NPT and SMAL
datasets.

2. Related work

Fully-supervised 3D pose transfer. 3D pose transfer,
also known as deformation transfer has been intensively
studied in both computer vision and graphics for a long
time. DT [24] is a traditional explicit deformation trans-
fer method for unregistered mesh with different topologies.
It requires keypoints annotation and input meshes in the T-
pose for optimization which is not always available. Re-
cently, some deep learning-based 3D pose transfer methods
have been proposed [26, 20, 8]. These works have achieved
promising pose transfer performance by merging source and
target information in an implicit way with paired ground
truth supervision. NPT [26] is the first end-to-end 3D pose
transfer work. They treat the 3D pose transfer as a style
transfer problem extended from [13] to the point cloud do-
main with the content as the identity information and the
pose as the style information. 3DPT [20] is then proposed to
directly build the correspondence between source and target
vertices by solving an optimal transport problem with the
Sinkhorn-Knopp algorithm. Based on the estimated corre-
spondence matrix, a coarse deformed mesh is obtained.

Inspired by [9] for image style transfer, an elastic in-
stance normalization (ElaIN) module is further proposed to
blend the statistics of the original features (coarse results)
and the learned parameters from external data (target) elas-
tically. GCT [8] uses Transformer [25] as the more powerful
backbone for feature extraction. Furthermore, a direction-
aware central geodesic contrastive loss is added to minimize
the geodesic features for all the edges between the deformed
and the ground truth meshes. However, all of these ap-
proaches require strong supervision with paired data, which
is hard to obtain in practice. In contrast, we design a
weakly-supervised 3D pose transfer approach, which only
requires keypoints for supervision. More recently, SKF [17]
designs a pose transfer framework, which is skeleton-free
and able to handle meshes with different topologies. How-
ever, T-pose for both source and target meshes is required
even during the inference, which is not available for most
cases. On the contrary, our approach can transfer pose from
the target mesh to the source mesh with any pose without
the requirement of a T-pose shape.

Unsupervised 3D pose transfer. There are also unsuper-
vised 3D mesh disentangling methods [28, 10, 11, 7]. These
works seek to use an auto-encoder structure to implicitly
convert the input mesh into shape and pose latent code with-
out the ground truth paired data as supervision. SPD [28]
designs a novel framework for unsupervised shape and pose
disentanglement with latent codes, which can also be ap-
plied to 3D pose transfer by swapping the latent code be-
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tween the source and target mesh. Furthermore, an as-rigid-
as-possible constraint is added to the generated meshes with
the source meshes to keep the shape information. How-
ever, the limitation of this work is that fixed mesh topol-
ogy is a necessity for the spiral CNN network structure,
thus limiting the model generalization ability. LIMP [10]
adopts metric preservation to control the amount of geo-
metric distortion incurring in the latent space and a differ-
entiable geodesic loss for intrinsic preservation. More re-
cently, an unsupervised method is proposed for 3D pose
transfer in [21] with cross consistency and dual recon-
struction. In comparison to these methods, our approach is
topology-agnostic, where we can handle meshes with differ-
ent topologies and disjoint parts. Moreover, our keypoint-
based motion representation and propagation help to bet-
ter disentangle the pose from the shape information during
pose transfer.

Keypoints-based deformation. Keypoints-based defor-
mation are well-studied in [15, 14, 27, 19]. They achieve
high-quality deformation based on keypoints detection and
skinning-based motion propagation. The 3d keypoints are
detected with the prior from Farthest point sampling in
an unsupervised way [14] or with pre-processed optimiza-
tion to find the closest cages [27]. For shape-preserving,
cage-based [15, 27] methods use Mean Value Coordinates
(MVC) for smooth deformations. Other deformation meth-
ods adopt as-rigid-as-possible [23] or Laplacian [22] reg-
ularization to preserve shape details [27]. However, their
focus is on rigid objects without any articulated motion. In
comparison, we are the first to apply keypoints-based defor-
mation on the articulated objects for pose transfer.

Comparison. We show our advantages over other meth-
ods in Tab. 1 in terms of: 1) requirement of ground truth
mesh for supervision; 2) requirement of additional T-pose
during inference; 3) ability to transfer across different
topologies; 4) implicit or explicit disentanglement. Note
that our method and [17] use transformation matrices as
an explicit disentanglement method to exclude shape infor-
mation being transferred. Implicit methods simply output
shape and pose code, thus information tends to entangle to-
gether.

Method w/o GT w/o T-pose Cross topologies Disentanglement
[24] ✓ ✗ ✓ Explicit
[10] ✓ ✓ ✓ Implicit
[28] ✓ ✓ ✗ Implicit
[26] ✗ ✓ ✗ Implicit
[20] ✗ ✓ ✗ Implicit
[8] ✗ ✓ ✓ Implicit
[17] ✗ ✗ ✓ Explicit
Ours ✓ ✓ ✓ Explicit

Table 1. Our advantages compared with existing methods.

3. Our Method

Problem definition. Let Xp1,i1 and Xp2,i2 be the source
mesh and the target mesh, where p represents the pose in-
formation and i represents the identity information. The
objective is to generate a deformed mesh Xp2,i1 with the
identity information from the source mesh and the pose in-
formation from the target mesh. Formally, we aim to learn
a general function F(·), represented with a deep network,
such that:

F(Xp1,i1, Xp2,i2) 7→ Xp2,i1. (1)

Overview. The main challenge is to train the network
without paired training data, where the ground truth for
Xp2,i1 in Eqn. (1) is not available. We thus introduce a
new framework to circumvent this issue. As shown on the
left of Fig. 2, our proposed framework contains four learn-
able components: 1) a keypoints detection model; 2) a twist
prediction model; 3) a skinning prediction model; 4) a re-
finement model, two non-learnable parts: the IK and FK
functions, and an LBS function. Specifically, our approach
learns the 3D pose transfer task in five steps. 1) Keypoints
Detection. We start with keypoint detection of the input
source and target meshes. 2) Scalable Inverse and For-
ward Kinematics. We then estimate the relative rotation
matrices between the source and target using scalable in-
verse kinematics based on the corresponding detected key-
points. Forward kinematics is also adopted to compute the
global transformation matrix for each bone of the source
mesh. 3) Motion propagation with GMM-based LBS.
Subsequently, we propagate the transformation matrix of
each keypoint to all vertices of the source mesh. Since there
is no ground truth supervision for the skinning weights, we
design a GMM module for pseudo labels. 4) Mesh Refine-
ment. To model the non-linear deformations, we further
add a refinement network to model the non-rigid deforma-
tion to recover fine-grained details. 5) Cycle and Self Re-
construction. Given that there is no direct supervision for
the output, we introduce a cycle and a self reconstruction
that can be self-supervised with the input meshes.

3.1. Keypoints Detection

We first detect a set of keypoints for both the source and
target meshes using a keypoint detector. Specifically, we
define the keypoints as the joints in the SMPL model for
the human shapes and SMAL model for the animal shapes
such that the keypoints ground truth can be directly com-
puted using the joint regressor [18]. For the non-template-
based 3D meshes, e.g. meshes in the Mixamo Dataset, we
select the joints that are semantically similar to the SMPL
keypoints with annotations in the dataset for keypoint su-
pervision. To handle meshes of different topologies, we use
a simple Pointnet and MLP as the keypoint detector, which
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Figure 2. The overall framework of our proposed approach. The left part is our pipeline for pose transfer, which contains four learnable
components: a keypoints detection network, a twist prediction network, a skinning weights prediction network, and a refinement network,
and two functions: an Inverse and Forward Kinematics function and an LBS function. The right part is an illustration of the cycle
reconstruction process. The yellow and blue meshes represent two different characters.

we denote as FK(·). Given all the vertices of the source
and target meshes, represented by Vs and Vt, respectively,
the keypoint detector predicts the keypoints as:

ks = FK(Vs), kt = FK(Vt). (2)

The keypoint detector is supervised with the L2 distance:

Lk = ||ks−kgts ||2 + ||kt − kgtt ||2, (3)

where kgt denotes ground truth keypoints.

3.2. Scalable Inverse and Forward Kinematics

Given the keypoints of the source and target meshes in
different shapes, we aim to infer the relative motion be-
tween them. The most naive way is to directly subtract
target keypoints from source keypoints as the motion rep-
resentation. However, this lead to entanglement of the pose
and shape information since different scales of the source
and target meshes also contribute to the motion representa-
tion. Therefore, we represent the keypoint motion with a
transformation matrix instead of the motion vector. Differ-
ent from the case of the original inverse kinematic [12, 3, 5]
where the shape keeps fixed, the shape of the source and tar-
get meshes are generally different in our case, e.g. the bone
length. In view of this, we introduce a scalable IK to com-
pute the relative rotations suitable for source and target with
different shapes. Particularly, we sequentially compute the
relative rotation matrices between the source and target key-
points following the kinematic tree by aligning the parent
bone and then compute the global transformation matrices
based on the pre-defined kinematic tree with the forward
kinematics. We use the Twist-and-Swing Decomposition
[2, 16] to compute each local relative rotation matrix. We

define a bone as the connection between each keypoint and
its parent and denote the bone vectors as s⃗ for the source
and t⃗ for the target. The relative rotation matrix R between
each set of vectors s⃗ and t⃗ can be formulated as:

R = RswRtw, (4)

where Rsw,Rtwrepresents the swing and twist component
of the rotation matrix. The swing rotation has the axis n⃗ that
is perpendicular to s⃗ and t⃗ as:

n⃗ =
s⃗× t⃗

||s⃗× t⃗||
. (5)

Rsw can then be formulated as:

Rsw = I + sinα[n⃗]× + (1− cosα)[n⃗]2×, (6)

where cosα = s⃗·⃗t
||s⃗||·||⃗t|| with the swing angle α. For the

twist angle ϕ, we use a simple network Fϕ(·) to estimate
the cosϕs from source and cosϕt from target relative to a
reference pose:

cosϕs = Fϕ(V s), cosϕt = Fϕ(V t). (7)

Subsequently, Rtw can be analytically computed based on
the source keypoints skeleton, i.e.:

Rtw = I +
sinϕ[s⃗]×
||s⃗||2

+
(1− cosϕ)

||s⃗||2
[s⃗]2×, (8)

where ϕ = ϕt − ϕs represents the relative twist angle. [s⃗]×
is the skew-symmetric matrix of s⃗. Intuitively, the twist ro-
tation is rotating around s⃗ itself, and thus we can determine
the twist rotation Rtw according to s⃗ and the relative an-
gle ϕ. The global transformation matrix for the kth bone
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A1, . . . , AK can then be analytically computed using for-
ward kinematics with:

A1, . . . , AK = FK(ks,R1, . . . ,RK), (9)

where K represents the total number of bones, FK(·)
represents the whole Forward Kinematics function,
{R1 . . . ,RK} represents the relative rotation matrices for
all K bones computed from Eqn. (4) and ks represents the
source keypoints detected by our keypoints detector from
Eqn. (2).

The combination of keypoint detection and inverse kine-
matics (IK) is crucial for shape-pose disentanglement. This
is because the pose of the target mesh is explicitly extracted
as the bone transformations, naturally filters out the shape
information of the target mesh. Moreover, the transforma-
tion matrix, which only depends on the angle between each
pair of bone vectors as shown in Eqn. (6), is invariant to the
target scale. As a result, we are able to transfer only the pose
information from the target to the source while keeping the
shape the same. We will show in the experiments that our
formulation is better at disentangling the shape and pose in-
formation in comparison with existing works [28, 10, 7] that
enforce the disentanglement in an implicit way.

3.3. Motion Propagation with GMM-based LBS

With the transformation matrix for all bones, the next
step is to propagate the transformations of the sparse bones
to all vertices of the source meshes. We use a network
FS(·) to predict the skinning weights based on the source
point cloud and keypoints:

W = FS(Vs, ks), (10)

where W ∈ RN×K . However, given that the ground truth
skinning weights are unknown, we design a distance-based
method to compute the pseudo skinning weights as super-
vision. Specifically, we model the pseudo skinning weights
as a mixture of Gaussians with K bone centers. The prob-
ability of assigning the ith vertex to the kth bone is defined
as:

w̄ik = Softmax

(
exp

{
−T (vi − Ck)Qk(vi − Ck)

})
,

(11)
where Ck ∈ R3 is the center of the kth Gaussian, and Qb is
the corresponding precision matrix that determines the ori-
entation and radius of a Gaussian. We only model the radius
of the Gaussian, which is predicted by the network with the
source as input. T is the hyper-parameter to control the vari-
ance of the weights. We use a softmax function to ensure
that the probabilities of assigning a vertex to all Gaussian
centers sum up to one. Note that for the same identity, we
always use the one common pose to compute the pseudo

skinning weights based on the observation that the skin-
ning weights for the same identity should not change too
much with different poses which could provide a more sta-
ble training signal. We define the skinning weights loss as
the L2 distance between the network prediction wik and the
pseudo skinning weights w̄ik as:

Lskin =
1

NK

N∑
i=1

K∑
k=1

(||w̄ik − wik||)2, (12)

where wik is an element of the blend weight matrix W ,
representing how much kth bone transformation affects the
vertex i. N and K represent the number of vertices and
bones. With the skinning weights, the transformation ma-
trix of each vertex can be computed with LBS as:

Gi =

K∑
k=1

wikAk, (13)

where Ak is the transformation matrix for the kth bone
and Gi is the transformation matrix for vertex i. Finally,
a coarse deformed mesh can be obtained by applying the
transformation matrix to each vertex of the source mesh:

vci = Giv
s
i , (14)

where vsi and vci denote the vertices of the source and coarse
deformed mesh, respectively.

3.4. Mesh Refinement

There are still artifacts in the LBS-based deformed
meshes. We further add another refinement network to
model the non-linear deformations:

∆V = FR(Vc, Vs),

V r = V c +∆V.
(15)

The input of the refinement network consists of the coarse
deformed mesh vertices Vc and the source vertices Vs. ∆V
denotes the predicted deformations and Vr the vertices of
the refined mesh. As shown in Fig. 2, We first extract the
point-wise feature of the source shape as the condition and
then feed it together with the coarse mesh into the refine-
ment model. More details about the mesh refinement net-
work are provided in the supplementary. Finally, we regard
the output mesh of the refinement network as the final de-
formed mesh where all the loss terms are enforced. To en-
force the shape consistency between the output deformed
mesh and the source mesh, we utilize an edge loss for shape
preservation. Specifically, we enforce the edge length of
the deformed mesh to be the same as the input source mesh.
This is based on the prior knowledge that all the edges of a
mesh should not be stretched or squeezed too much when
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re-posed. The edge loss is defined as the L2 distance of the
edge length between the source and final deformed meshes:

Ledge =

N∑
i=1

N(i)∑
j=1

(||ēij − eij ||)2, (16)

where ēij and eij represent edges connecting vertex i and j
in source and deformed mesh.

3.5. Cycle and Self Reconstruction

We do not assume the paired ground truth data for train-
ing. This means we do not have direct supervision for the
output deformed mesh. To further enforce that the pose of
the target mesh is transferred to the deformed mesh, we in-
troduce a cycle reconstruction task to reconstruct the input
target mesh from the deformed mesh. Specifically, we se-
lect three meshes as a triplet: a source mesh Xp1,i1, a target
mesh Xp2,i2, and a third mesh with same identity but differ-
ent pose from the target mesh as Xp3,i2. Note that this type
of triplet data is easy to obtain since the only requirement
is that meshes with the same identity have different poses,
which are very common in the existing datasets. As shown
on the right of Fig. 2, we first estimate the deformed mesh
X̄p2,i1 from the source Xp1,i1 and target Xp2,i2 as:

X̄p2,i1 = F (Xp1,i1, Xp2,i2). (17)

We then use the deformed mesh as the new target mesh and
the third mesh Xp3,i2 as the source mesh to reconstruct the
original target mesh:

X̄p2,i2 = F (Xp3,i2, X̄p2,i1). (18)

Intuitively, since the third mesh contains the same identity
information as the original target, we can only reconstruct
the original target mesh only when the deformed mesh con-
tains the same pose information as the target. Finally, the
cycle reconstruction loss is computed as the Point-wise
Mesh Euclidean Distance (PMD) between the reconstructed
mesh with the target mesh given by:

Lcycle =
1

N

N∑
v=1

||X̄v
p2,i2 −Xv

p2,i2||22, (19)

where Xv represents mesh vertex and v represents index
of the vertex. We also adopt the self reconstruction, which
transfers pose between the meshes with the same identity,
to further enhance the pose transfer. Specifically, we use
Xp1,i1 as the source and Xp2,i1 as the target to reconstruct
Xp2,i1:

X̄p2,i1 = F (Xp1,i1, Xp2,i1). (20)

There are two benefits of self reconstruction: 1) This type of
data is easy to obtain, and 2) the supervision can be directly

applied to the output deformed meshes. We minimize the
PMD between the reconstructed mesh X̄p2,i1 and Xp2,i1:

Lself =
1

N

N∑
v=1

||X̄v
p2,i1 −Xv

p2,i1||22. (21)

In addition to the point-wise distance for both cycle and self
reconstruction, we add an edge length loss between the re-
constructed and the original meshes.

3.6. Total Loss

The total loss is the weighted summation of all the losses
given by:

Lfull = λkLk + λskinLskin + λcycleLcycle

+λselfLself + λedgeLedge,
(22)

where λk, λskin, λcycle, λself , λedge represent the weights
for corresponding loss terms.

4. Experiments
4.1. Datasets

We conduct our experiments on 4 datasets. NPT [26]
is an SMPL-based synthetic dataset that consists of 3D hu-
man meshes with different shapes and poses sampled from a
specific distribution. We follow the training and testing list
used in [26]. SMAL Dataset is a synthetic animal dataset
generated with SMAL [29] model. FAUST [4] Dataset
consists of real 3D human mesh scans with the same ver-
tices and topology as the SMPL model, which contains 100
meshes including 10 different subjects in 10 poses. Follow-
ing LIMP, we use the same 80 meshes for training and the
remaining 20 meshes for testing.

We also collect a stylized character dataset from Mix-
amo [1], which includes 25 characters and up to 2000 mo-
tions for each character. The meshes in this dataset have
more complicated shapes, such as humans with clothes and
stylized characters. Moreover, the poses of each charac-
ter are also more diverse, including lying down, squatting,
dancing, etc. We use this dataset to validate that our ap-
proaches can handle more complicated shapes, poses, and
even shapes of different topologies.

4.2. Implementation Details

We set the hyper-parameters as λk = 2, λcycle = 1,
λself = 1, λedge = 0.0005, which is the same as NPT for
all the datasets. The weights for the skinning weights loss
λskin are set differently, namely 0.4 for the NPT and SMAL
Dataset and 0.1 for the Mixamo and the FAUST Dataset
according to the results of the experiments. We use the
multi-stage learning rate decay strategy, where the decay
rate of 0.3 is applied for 4 times at the 10,000-th, 20,000-
th, 30,000-th, and 40,000-th iterations. Details about our
network structure are shown in the supplementary.
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SPD.

Source Target SPD  NPT                    3DPT Ours GT 

579_22_569

Figure 4. Pose transfer comparison on SMAL Dataset.
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Figure 5. Qualitative comparison on Mixamo Dataset with SKF.
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Figure 6. Cases of larger shape variation.

4.3. Comparison with Supervised Methods

Supervised methods can only be trained on synthetic
datasets, where ground truth meshes can be synthesized. We
first compare our method with the existing supervised ap-
proaches on the synthetic dataset using the template (SMPL
and SMAL): NPT and SMAL Dataset. The commonly used

PMD (1e-4) [26] is used as the evaluation metric. We fol-
low the original train and test split in [26] and [20]. The
results are shown in Tab. 2 and Tab. 3. We can see that
our proposed weakly-supervised approach achieves com-
parable or even better performance compared with exist-
ing fully-supervised approaches on both human and animal
datasets. We show qualitative comparison for the animal
dataset SMAL in Fig. 4. From the figure, we can see our
method generate less artifacts compared with the existing
methods.

Method Ours 3DPT[20] GCT[8] NPT[26]
PMD (1e-4) ↓ 1.47 1.23 2.3 5.2

Table 2. Comparison on NPT Dataset with 3DPT, GCT and NPT.
Note that all the other methods are fully-supervised with ground
truth mesh while we are only weakly-supervised by keypoints.

Method Ours 3DPT[20] NPT[26] SPD[28]
PMD (1e-4) ↓ 2.98 2.26 6.75 25.1

Table 3. Comparison on the SMAL Dataset with 3DPT, NPT and
SPD. Note that 3DPT and NPT are fully-supervised with ground
truth mesh while we are only weakly-supervised by keypoints.

4.4. Comparison with Unsupervised Methods

We test our method on the FAUST Dataset and compare
it with existing unsupervised approaches. We do not com-
pare with supervised approaches since the paired training
data is not available for this dataset. We use the same train-
ing and testing dataset with LIMP. The results of LIMP are
obtained by directly testing with their pre-trained model.
For SPD, we retrain their method on this dataset until con-
vergence since the original model is not trained with the
FAUST Dataset. As shown in Tab. 4, we can see our
method outperforms the unsupervised method SPD, LIMP
by a large margin. We also show a qualitative comparison

Method Ours SPD[28] LIMP[10]
PMD (1e-4) ↓ 11.70 22.31 23.51

Table 4. Comparison on the FAUST Dataset with SPD and LIMP.

on the FAUST Dataset in Fig. 3. We can see that our re-
sults are much better in terms of both shape-preserving and
pose transfer. The results of LIMP fail to preserve the shape
details, shape information of the source mesh is lost in the
generated mesh, e.g. the belly of the source mesh disappears
in their results. Additionally, the pose is not transferred cor-
rectly, e.g. the pose of the legs shown in the fourth column
second row is wrong.

For SPD in the third column, both examples show that
the generated mesh does not preserve the source shape well.
In comparison, our approach can transfer the pose from the
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Figure 7. Qualitative comparison of the ablation study on the NPT Dataset. Refer to the text for more details.
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Figure 8. Skinning weights visualization.

target and keep the shape of the source. We credit this good
disentanglement to our keypoint-based motion propagation
and scalable inverse kinematics which is shape invariant.

4.5. Cross Topology Evaluation

Method Ours SKF[17]
CD (1e-4) ↓ 22.5 23.5

Table 5. Comparison on the Mixamo Dataset with SKF.

We further conduct experiments on the Mixamo Dataset
to show that our methods can be applied to non-template
stylized meshes, i.e. meshes with different topologies. We
show the results in Tab. 5, where we use the Chamfer dis-
tance (CD) as the evaluation metric. We compare with SKF
[17], which can also handle different topologies. We do not
include the supervised approaches 3DPT and NPT since the
ground truth is not available for training, we show cross-
dataset comparison with them on this dataset in Tab. 6.
SPD only works for fixed topology, which is not the case
here. We directly take the pre-trained model on the Mix-
amo Dataset and evaluate it on our test dataset since their
test pairs are not available. Note this comparison places
our method (Ours) at a disadvantage since SKF is trained

with ground truth skinning weights and paired data (when
available). Additionally, SKF also requires the T-pose of
the driving mesh as input during inference. As can be seen
from Tab. 5, our approach still outperforms SFK although
we only use weak keypoint supervision. We also show qual-
itative comparisons with SKF in Fig. 5. As shown in the
third column of Fig. 5, SKF fails to preserve the geomet-
ric details of the source meshes, e.g. the unnatural bend-
ing at the arms, legs, and hands highlighted in the red box.
In comparison, our method successfully transfers the pose
from the source to the target and also preserves the shape
details of the source mesh. Also, in Fig. 6, we show our
model can transfer pose well in cases with larger shape vari-
ation. We show more qualitative results for all the datasets
in the supplementary.

4.6. Cross Dataset Evaluation

We show cross-dataset evaluation (PMD 1e−3) with
3DPT [20] and NPT[26]. 3DPT and NPT are trained on
NPT Dataset with ground truth deformed mesh, while ours
is weakly-supervised only with keypoints. All methods are
tested on the Mixamo Dataset. As shown in Tab 6, we can
see our method has stronger generalization ability across
datasets even with weak supervision.

Method Ours 3DPT[20] NPT[26]
PMD (1e-3) ↓ 15.0 29.8 23.5

Table 6. Cross dataset evaluation with 3DPT and NPT.

4.7. Skinning weights visualization

We compare our learned skinning weights with ground
truth skinning weights on NPT and SMAL datasets. As
shown in Fig. 8, we can see our unsupervised-learned skin-
ning weights are reasonable and similar to ground truth
skinning weights.

4.8. Ablation Study

We conduct an ablation study for each component of
our proposed approach. As seen from Tab. 7, the error
gets larger when each component is removed from the full
pipeline, especially for the model without the cycle recon-
struction loss or the skinning weights loss. We also show
a qualitative comparison in Fig. 7 and we highlight the
part with obvious artifacts in the red box. We can see that
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GMM-based skinning weights loss and cycle reconstruction
loss guarantee accurate pose transfer. Without GMM-based
skinning weights as supervision, the pose is not transferred
well, e.g. the left leg is not correct compared with ground
truth as shown in the red box. Without cycle reconstruc-
tion loss which serves as a pose constraint, the pose of the
deformed mesh is also not correct, e.g. both legs are in the
wrong positions as shown in the red box. Refinement net-
work and edge loss help in shape preserving. Without the
refinement network, the details on the leg part are not well-
preserved. Without the edge loss, the left thigh is stretched
too much as shown in the red box. In comparison, both the
pose and shape of the deformed mesh from our full model
are closer to the ground truth.

Method PMD (1e-4) ↓

Refinement Lcycle Lself Ledge Lskin NPT FAUST

✗ ✓ ✓ ✓ ✓ 3.28 22.3
✓ ✗ ✓ ✓ ✓ 6.33 23.5
✓ ✓ ✗ ✓ ✓ 2.44 18.1
✓ ✓ ✓ ✗ ✓ 2.40 14.9
✓ ✓ ✓ ✓ ✗ 6.48 25.6
✓ ✓ ✓ ✓ ✓ 1.47 11.7

Table 7. Ablation studies on the NPT and FAUST Datasets.

5. Conclusion
In this paper, we have proposed a novel keypoint-based

framework for 3D pose transfer. A cycle reconstruction
constraint is designed to enforce self-supervised pose trans-
fer without ground truth. Combining the keypoint-based
motion estimation and Scalable IK, our method is able to
disentangle shape and pose information better than exist-
ing works. In the absence of skinning weights supervision,
we design a GMM module to generate pseudo label as guid-
ance. Our approach is topology-agnostic and pose-agnostic,
and therefore can be applied to non-template-based 3D
meshes with different topologies and source meshes in
non-T-pose. Quantitative and qualitative results on several
benchmark datasets show the superiority of our proposed
approach compared with existing approaches.
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