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Abstract

Generalizing to unseen image domains is a challenging
problem primarily due to the lack of diverse training data,
inaccessible target data, and the large domain shift that may
exist in many real-world settings. As such data augmenta-
tion is a critical component of domain generalization meth-
ods that seek to address this problem. We present Adversar-
ial Bayesian Augmentation (ABA), a novel algorithm that
learns to generate image augmentations in the challenging
single-source domain generalization setting. ABA draws on
the strengths of adversarial learning and Bayesian neural
networks to guide the generation of diverse data augmen-
tations — these synthesized image domains aid the classi-
fier in generalizing to unseen domains. We demonstrate the
strength of ABA on several types of domain shift includ-
ing style shift, subpopulation shift, and shift in the medi-
cal imaging setting. ABA outperforms all previous state-
of-the-art methods, including pre-specified augmentations,
pixel-based and convolutional-based augmentations. Code:
https://github.com/shengcheng/ABA.

1. Introduction

Improving the generalization of deep neural networks
to out-of-distribution samples is a fundamental yet chal-
lenging problem in machine learning and computer vi-
sion [48, 25, 34]. Typically, neural networks are trained and
tested on data samples from the same distribution (under the
i.i.d. assumption); under this setting, image classifiers have
achieved impressive performances. However, in real-world
applications, the distribution of test samples can drastically
differ from the training samples [47, 37]. This is especially
problematic when the process of acquiring labeled samples
from the target test domain is expensive or infeasible, mak-
ing it difficult to apply semi-supervised learning for domain
adaptation [55, 53]. Therefore, there is a need to develop
techniques that enable deep neural networks to capture the
domain-invariant patterns in the data [34, 51], facilitating
improved generalization to out-of-distribution samples.

In the multi-source domain generalization (MSDG) set-
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Figure 1: An illustration of the diversity introduced by Ad-
versial Bayesian Augmentations. The blue and orange sur-
faces represent the source (seen) and target (unseen) do-
mains respectively. The red dots represent the samples aug-
mented by ABA; these augmentations expose the classifier
to regions closer to the target domain, thereby improving
image classifiers’ generalization to unseen domains.

ting, where there are multiple source domains for training,
domain label information can be leveraged to learn the do-
main shift [34, 7, 51]. Prior information about the target
domain is also useful to design specific data augmenta-
tion methods to tackle domain shift. For instance, if it is
known that the target domain contains sketches, skeletoniz-
ing the source images is a good solution [13]; if it is known
that the target domain contains geometric transformations,
rotation/translation/scaling would be a suitable augmenta-
tion [21]; or if attributes of the target domain are known they
can be used for learning data augmentations [14]. How-
ever, these methods assume that we know the properties of
the target domain — such knowledge is not available in the
single-source domain generalization (SSDG) setting. In the
SSDG setting, where only one domain is available for train-
ing, it is more challenging to address the domain shift issue.
In this paper, we focus on the strict SSDG setting, where
only one source domain is available for training and no prior
knowledge is available about the target domain.

Recent work in SSDG focuses on augmenting the data
in order to simulate the presence of out-of-distribution do-
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Figure 2: The Adversarial Bayesian Augmentation framework (left panel), the improvement of our method (ABAs_jayers) OVer
ERM on each dataset, where samples in source and target domain are displayed under the name of the dataset (middle panel),
and summarization of results on a wide range of domain generalization benchmarks (right panel).

mains. One way involves learning-free data augmentation

methods, such as RandConv [52], Augmix [19] and Ji-

Gen [3] — here the data augmentation is pre-specified and

does not evolve or adapt during training. Another approach

is based on adversarial perturbations, which involves gen-
erating adversarial samples to improve generalization, such

as Augmax [49], ADA [47], M-ADA [39], and ALT [15].

Although the Bayesian neural networks as the backbone

of the classifier show good generalization ability to out-

of-distribution samples intrinsically [30, 51, 4], and some
papers [40] use Bayesian neural networks for generating
images, none of the work directly augments the data by

Bayesian neural network for domain generalization.

In this paper, we present a novel approach called Adver-
sarial Bayesian Augmentation, dubbed ABA, which draws
on the strengths of adversarial learning and Bayesian neu-
ral networks to generate more diverse data and improve
generalization on different domains, as shown in Figure 2.
Specifically, the adversarial learning-based methods, which
explore a wider augmentation space, already outperforms
learning-free methods [15, 49] on SSDG. The introduction
of weight uncertainty by the Bayesian neural network fur-
ther enhances the strength of data augmentation, as shown
in Figure 1. Our experimental results demonstrate the supe-
rior performance of ABA compared to existing methods.
The key contributions and findings of the paper thus are:

* We introduce a novel data augmentation method, dubbed
ABA, which combines adversarial learning and Bayesian
neural network, to improve the diversity of training data
for single-source domain generalization setting.

* We empirically validate the effectiveness of our proposed
method on four datasets, covering three types of domain
generalization, namely style generalization, subpopula-
tion generalization, and medical imaging generalization.
Our method outperforms all existing state-of-art methods
on all four datasets.

* We investigate the core driving forces from ABA which
enable the generation of diverse data and conduct compre-
hensive ablation study on how the model hyperparameters
impact the overall system’s performance.

2. Related Work

Domain Generalization. Domain generalization aims to
learn representations that can be transferred to unseen do-
mains. Recent research has explored a range of techniques,
including feature fusion [42], meta learning [27], adversar-
ial learning [47, 39], style transformation [35]. Typically,
there are two settings of domain generalization: single-
source domain generalization (SSDG), where only one
source domain is available for training, and multi-source
domain generalization (MSDG), where multiple source do-
mains are provided. However, in practice, data from mul-
tiple sources can be expensive or sometimes infeasible. In
this paper, we focus on SSDG setting.

Single-Source Domain Generalization. Since there is no
extra information available about the target domain, most
methods for SSDG focus on data augmentation to generate
more diverse samples. For example, JiGen [3] decomposes
the image into grids and randomly shuffles the patches to
create the augmented image. RandConv [52] uses random
convolutions as data augmentation, preserving the shape
and local texture information. ADA [47] and M-ADA [39]
adversarially augment image at the pixel level. SagNet [35]
transfers the style of the image. Augmix [19] and Aug-
max [49] compose data augmentation operations with ran-
dom or learned mixing coefficients.

Bayesian Neural Network. In a standard deep neural net-
work, the weight of the network takes the single values
learned from data. In contrast, the Bayesian neural network
(BNN) aims to estimate the distribution of weights, which
provides the capability of uncertainty estimation [10], ro-
bustness to over-fitting [9], and resistance to adversarial
attacks [38]. However, the estimation of the posterior of
the weights is often intractable. Current research has fo-
cused on techniques such as Bayes By Backprop (BBB) [2]
with local reparameterization [22, 33], Variational Infer-
ence (VI) [23], and Flipout approximation [50]. Variational
Bayesian inference, coupled with domain invariance learn-
ing [51] can improve domain generalization. However, this
method is only adapted to MSDG settings.
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Adversarial Training. Adversarial training has been pro-
posed as a solution to mitigate against the vulnerability of
neural networks to input perturbations [44, 17, 31]. Ad-
vBNN [29] proposed an adversarial-trained Bayesian neural
network that is robust to strong adversarial attacks, which
we adopt with a similar formulation of the min-max prob-
lem. Recent work [43] has shown that on-manifold ad-
versarial samples can improve both robustness and gener-
alization. Adversarial training has also been adopted for
domain generalization. ADA [47] and M-ADA [39] em-
ploy adversarial data augmentation at the pixel level to gen-
erate difficult examples for improving domain generaliza-
tion. ESDA [46] adversarially learns image transformation,
while Augmax [49] learns the combination of image aug-
mentation operations in an adversarial manner. ALT [15]
goes further and builds an additional image-to-image trans-
formation network to learn adversarial augmentations. Re-
cent work shows trade-offs between reliability metrics such
as accuracy, robustness, and fairness [54, 16, 32, 45].

3. Proposed Method

Let S and T represent the source and target domains re-
spectively, which share the same label space. The training
set is a subset in the source domain and contains N train-
ing pairs, denoted as {(z;,y;)}Y; C S. The objective of
SSDG is to use S to learn parameters 6 of a classifier f
which also can generalize well to target domain 7.

To accomplish this, since no information is available
from the target domain 7, previous works focus on data
augmentation, denoted as g. For example, in Rand-
Conv [52], g is a random convolutional layer, while in Aug-
mix [19], g is a composition of image augmentation opera-
tions. To learn the representation invariant to data augmen-
tation, a consistency regularization loss is typically used to
encourage consistent prediction between the clean image
and the augmented image. The Kullback-Leibler (KL) di-
vergence loss is commonly used for consistency loss.

3.1. Adversarial Bayesian Augmentation

In this paper, we design g as a L-layer Bayesian con-
volutional neural network, parameterized by ® = {d)l}lL:l,
where ¢; € RFXFixCin) XCour(t) are the parameters of each
Bayesian convolutional layer. Following the setting in [52],
we randomly sample k; from K = {1,3,..n}. Cj,( and
Cout(1) represent the number of input and output channels
for each layer convolutional kernel. Since g is an image
augmentation function, the number of input channels for the
first and last layer are equal to the number of image chan-
nels (3 for color images and 1 for grayscale images).

To perform Bayesian inference, we need to estimate
the posterior distribution p(¢;|x, y), which is intractable in
closed form. To approximate it, we adopt the variational
Bayesian inference approach and use a variational distribu-

Algorithm 1: Learning with Adversarial Bayesian
Augmentation (ABA)

N
i=1

Input : {z;,y:}
Output : Classifier f parameters 6"
1 fort < 1to7 do
if t < Tvarmup then
‘ 00— AV ‘Ccls
else
/x Training ABA */
D« (I’()
for m < 1to 1,4, do
Yg = f(g(z, ®),0)
® < ®—n<y Leso // See (1)
end for
/* Train classifier */
P+ pu+o0oOe// Sample parameters
0 0—vv (Las +alkl) // see (2),(3)
14 end if

e ® N ! R W N

< =
W N =2

15 end for
16 Return 0

tion g(¢;). This distribution is obtained by minimizing the
KL divergence between ¢(¢;) and true posterior distribution
p(di]x,y). To enable efficient sampling of the variational
distribution, we re-parameterize as ¢; = j; + o€;, where
€; is sampled from the standard normal distribution, which
allows us to compute the gradients of y; and o;. We denote
p={m}, and o = {o1};. So @ = {p,o}.

The optimization of ABA is formulated as a min-max
problem. Initially, we optimize the g network using adver-
sarial training to augment images that can fool the classi-
fier f. To achieve this, we use the evidence lower bound
(ELBO) of the variational Bayesian network as the loss
function. ELBO is a lower bound on the log marginal like-
lihood of the observed data and is defined as follows:

N
1
LELBO =N E Egq(a)log(yilg(zi), 0)]
i=1

L
— B> KL(q(¢1)lIp(e1)), (1
=1

where the prior distribution p(¢;) of each layer follows
N(0, m), which is commonly used in network
initialization [18]. Theoretically, the coefficient 8 for the
KL term should be 1. However, in practice, for small
datasets or large models, smaller 5 (0 < S < 1) is pre-
ferred [29].

Starting from a random initialization, the parameters of
g are iteratively updated by maximizing the negative of
ELBO. In contrast to adv-BNN [29], which constrains the
adversarial samples bounded by ¢, norm, we control the
strength of adversarial samples by adjusting the learning
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rate 17 and the number of adversarial steps T,4,. The final
augmented images x, are obtained through Bayesian infer-
ence using the optimized parameters ®* and clamped to the
image range. Note that we can sample multiple augmented
images from Bayesian inference, and we sample twice de-
noted as x4, and x4,. These augmented images can be used
for classifier learning in the presence of domain shift.
Next, we optimize the classifier f with a loss function
consisting of two terms: a cross-entropy loss, which is

Les = CrossEntropy (f(z4,,6),), 2)

and a consistency regularization loss, which helps to keep
the prediction consistent on augmented data, defined as:

Lxr, = KL(pc|[p) + KL(pg, [[p) + KL(pg, [[P), ()

where p., pg, , Py, denotes the softmax prediction of f on
clean image x and augmented images x4, , x4, respectively.
p is the average of p., py, , and pg,.

Comparison with other convolutional-based augmenta-
tions. For only one layer network, ABA adversarially learns
the distribution of parameters, while in RandConv [52], the
parameters are sampled from a fixed distribution, namely
N(0, m), where H and W are the size of the con-
volutional kernel, C,, is the input channel. For multiple
layers network, compared with ALT [15], ABA learns a
Bayesian convolutional neural network adversarially rather
than a standard convolutional neural network.

Implementation. Algorithm | depicts the implementation
details. For network design, the activation of multiple lay-
ers ABA is LeakyRelu. The second augmented image
24, can be obtained not only through Bayesian inference,
but also obtained from other data augmentation techniques,
such as RandConv [52], Augmix [19]. We train the classi-
fier for a total of T iterations. At first Ti,qpmap iterations,
we train the classifier without any data augmentation meth-
ods. After T'yqrmup, for each iteration, we randomly initial-
ize the g and update its parameters by adversarial Bayesian
training. The learning rate of adversarial learning is 7. After
Tudv Steps adversarial learning, we sample the augmented
images via Bayesian inference and clamp them to the image
range. We then use the augmented images, along with the
clean image, to train the classifier f using the classification
loss and consistency regularization. The learning rate of the
classifier is v and the weight of consistency regularization
is a.

4. Experiments

In this section, we validate our method on four datasets
that represent three types of generalization: style shift, sub-
population shift, and domain shift in medical imaging. We

train our models on the source domain and evaluate them
on the test set of each target domain.

We compare our approach against several state-of-the-art
methods ! using seven variants. For fair comparison with
RandConv [52], we use ABA |_jayer, I.e. ABA with a 1-layer
Bayesian neural network. To match the number of convolu-
tional layers in ALT [15], we use ABAs._jayer, i.e. ABA with
a 5-layer Bayesian convolutional neural network. In the
variants ABAS—]ayer+RandConv and ABAS-layeHAugmix’ the sec-
ond augmented image is generated by RandConv or Aug-
mix instead of Bayesian neural network.

4.1. Style Shift

We validate our method on two popular style-shift
benchmark datasets: (1) Digits is composed of digit im-
ages from MNIST-10K [26], MNIST-M [12], SVHN [36],
USPS [6], SYNTH [11]. Following the setting in [47],
MNIST-10K is the source domain containing 10,000 im-
ages from MNIST, and the other four datasets are target
domains. (2) PACS [28] consists of images from four
domains: photo, art painting, sketch, and cartoon, and 7
classes. We select one domain as the source domain and the
other three as the target domains.

4.1.1 Digits

Baselines. Our baselines include Empirical Risk Mini-
mization (ERM), ADA [47], M-ADA [39], AdvBNN [29],
ESDA [46], RandConv [52], Augmix[19] and ALT [15].
For fair comparison with RandConv and ALT, we imple-
ment the 1-layer and 5-layer ABA. The classifier architec-
ture for f is DigitNet [47], with T" = 10000 iterations, batch
size 512, learning rate v = le~* and Adam optimizer. For
ABA g, we set the weight of consistency loss term o = 3,
adversarial learning rate 7 = 5¢~%, number of adversarial
steps Typap = 10, warm-up steps Tarmup = 5, and factor
for KL term of ELBO 5 = 1.

Results. Table 1 shows that pixel-level adversarial per-
turbation methods such as ADA and M-ADA, and the
composition of image augmentation method like Aug-
mix, only marginally improve SSDG performance, while
AdvBNN even downgrades the performance. However,
convolutional-based augmentations, even with just one
layer, can significantly enhance performance. Among the 1-
layer convolutional augmentations, the weights learned ad-
versarially (ALT) do not perform better than the weights
randomly sampled from a fixed distribution (RandConv).
However, our 1-layer ABA outperforms both, achieving a
1.69% improvement over RandConv and a 4.34% improve-
ment over l-layer ALT. Combining a RandConv module
does not improve performance much for 1-layer ABA, but

!In Tabs. 1 to 3 we highlight the previous best model in gray, variants
of ABA better than the previous best in blue, and the best accuracy in bold.
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Method MNIST-10K MNIST-M SVHN USPS SYNTH Target Avg.
ERM 98.40 (0.84) 58.87 3.73) 33.41(5.28) 79.27 2.70) 42.43 (546)  53.50 (4.23)
ADA N/A 60.41 35.51 77.26 45.32 54.62
M-ADA 99.30 67.94 42.55 78.53 48.95 59.49
ESDA 99.30 (0.10) 81.60 (1.60) 48.90 (5200 84.00 (1200 62.20 (1.30)  69.12 (2.33)
AdvBNN 98.23 (0.08) 71.79 0.69) 44.85 0.55) 46.05 (0.53) 44.99 (0.54) 51.92 (0.51)
Augmix 98.53 (0.18) 53.36 (1.59) 25.96 (0.80) 96.12 (0.72) 4290 (0.60)  54.59 (0.50)
1-layer convolutional-based augmentations

RandConv 98.85 (0.04) 87.76 (0.83) 57.62 (2.09) 83.36 (0.96) 62.88 (0.78)  72.88 (0.58)
ALT 1ayer 98.41 0.15)  72.80 2.06) 47.07 (1.88) 94.79 (0.88) 66.27 (1.56)  70.23 (1.22)
ALT 1.1ayer+RandConv 98.54 (0.10) 75.77 151 4990 (1.62) 95.64 (0.62) 68.61 (1.75) 72.47 (1.18)
ABA [jayer 98.82 (0.09) 78.81 (1.64) 51.88(1.93) 96.22 (0.26) 71.25@1.27) 74.57 (0.52)
ABA |jayer+RandConv 98.78 0.09)  78.62(0.92) 52.04 (1.13) 96.16 (0.16)  71.23 0.93)  74.51 (0.70)
3-layer convolutional-based augmentations

ABAG jayers 98.73 0100  80.94 (0.39) 55.88 (0.70) 96.34 (0.54)  73.09 (0.34)  76.56 (0.06)
ABAj_1ayers+RandCony 98.67 (0.11) 80.05 (0.81) 56.87 1.05) 96.55 (0.34) 73.40 (0.19)  76.72 (0.41)
5-layer convolutional-based augmentations

ALT5.1ayer 98.46 (0.27) 74.28 136) 52.251.54) 94.99 (0.68) 68.44 (0.98) 72.49 (0.87)
ALTs5.1ayer+RandConv 98.46 (0.25) 76.90 (1.42) 5378 1.97) 95.400.72) 69.40 (1.07)  73.87 (1.03)
ALT5 1ayer+Augmix 98.550.11) 7598 (0.89) 55.01 1.34) 96.17 (0.45) 68.93 2.17)  74.38 (0.86)
ABAS 1ayer 98.78 (0.06) 80.54 (0.53) 52.45(1.21) 95810470 7025021 74.76 (0.52)
ABAS_1ayer+RandCony 98.76 (0.12) 79.69 (0.35) 54.09 1.27) 96.42 (0.35) 71.55 (0.96)  75.44 (0.61)
ABAS5 jayer+ Augmix 98.66 (0.16)  80.24 (0.51)  56.43 (0.59) 96.14 (0.64)  70.91 (0.83)  75.93 (0.60)

Table 1: SSDG accuracy on Digits dataset. The source domain is MNIST-10K. The target domains are MNIST-M, SVHN,
USPS, SYNTH. We report the mean (and standard deviation) of 5 runs.

still outperforms 1-layer ALT with RandConv by 2.04%. A
5-layer ABA can further improve performance by a small
margin 0.19%, similar to the observation of ALT. Adding a
RandConv module improves performance by a small mar-
gin of 0.68% compared to 5-layer ABA and by 1.57% com-
pared to 5-layer ALT with RandConv. Adding an Aug-
mix module improves by 1.17% compared to 5-layer ABA
and by 1.55% compared to 5-layer ALT with Augmix. We
achieve state-of-art results by 3-layer ABA with RandConv,
with an accuracy of 76.72%. We note that RandConv out-
performs all state-of-the-art methods in some domains, such
as MNIST-M and SVHN, but does not consistently achieve
superior results in other domains.

4.1.2 PACS

Baselines. Our baseline methods include the Empirical
Risk Minimization (ERM), JiGEn [3], ADA [47], Ad-
vBNN [29], Augmix [19], Randconv [52], SagNet [35],
and ALT [15]. To train the model, we use the pre-trained
ResNet18 model and set the training iterations 7' = 2000,
with batch size 32, learning rate v = 4e~*, SGD optimizer
with cosine annealing learning rate scheduler. For Ad-
vBNN, due to the computing complexity, we only bayesian-
ize the linear layers of the networks. For ABA, we set the
weight of consistency loss term o¢ = 3, adversarial learn-
ing rate n = 5e~5, number of adversarial steps Tyqp = 10,

the warm-up steps T'yqrmup = 4 and factor for KL term of
ELBO g = 0.1.

Results. Our experiments on the PACS dataset are sum-
marized in Table 2. For PACS, each domain can be con-
sidered as a source domain, while the remaining three do-
mains serve as target domains. we report the average accu-
racy across all target domains for a given source domain
in each column, as well as the average accuracy across
all four source domains. As PACS contains images with
different styles, methods such as SagNet and RandConv
that transfer style and preserve shape and texture infor-
mation can improve performance. In comparison, JiGen
and ADA only marginally improve accuracy, while Ad-
vBNN downgrades the performance. Similarly to the Dig-
its dataset, leveraging convolutional-based augmentations
provides significant performance improvements, with five
variants of ALT performing better than other baseline mod-
els. However, our proposed ABA method outperforms ALT,
with 1-layer ABA achieving a 2.75% improvement over 1-
layer ALT and 5-layer ABA achieving a 2.42% improve-
ment over 5-layer ALT. Adding RandConv modules fur-
ther improves performance, with ABA /| jayer+Randconv and
ABASs jayersRandConv achieving improvements of 1.07% and
1.82% over ALTl-layer+RandC0nv and ALTS—]ayeHRandConw re-
spectively. Adding Augmix modules on 5-layer ABA still
performs better than 5-layer ALT with Augmix by 0.83%.
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Method Photo Cartoon Art Sketch Avg.
ERM 38.93 70.00 68.83 39.36 54.28
JiGen 41.70 72.23 67.70 36.83 54.61
SagNet 48.53 75.66 73.20 50.06 61.86
ADA 44.63 71.96 72.43 45.73 58.68
AdvBNN 4593 (0.41) 60.24 (0.95) 75.33 (095 26.19 1.23) 51.92(1.15)
Augmix 4524 1.12)  74.66 1.09) 71.47 064 47.72 1720 60.51 (1.14)
1-layer convolutional-based augmentations

RandConv 49.80 4.23) 67.90 (155 69.63 2.15 54.06 1.96) 60.34 (2.47)
ALT 1ayer 50.83 2.13)  75.00 0.62) 73.87 (1.31)  47.83 (1.95) 61.88 (1.50)
ALT 1.1ayer+RandConv 52.24 (0.82) 75.16 (0.67) 73.46 (1290 49.21 (2.149) 62.51 (1.23)
ABA [jayer 54.49 135 75.61 (0.89) 75.59 (1.56) 52.84 2.80) 64.63 (1.65)
ABA [.1ayer+RandCony 5232182 76.010.56) 75.77 1.64) 50.20 (1.93)  63.58 (1.49)
3-layer convolutional-based augmentations

ABAG jayers 58.86 (0.83) 77.49 (0.57) 75.34 (0.89) 53.76 2.46) 66.36 (1.19)
ABA;_1ayers+RandCony 56.95 0.80) 77.21 (0.85) 75.34 (0.52) 53.52 (0.90) 65.76 (0.15)
5-layer convolutional-based augmentations

ALT5.1ayer 5433 1.08) 75.96 1.12) 74.06 1.09) 50.03 2.41) 63.60 (1.43)
ALTs5.1ayer+RandConv 55.66 (0.50) 76.23 (0.80) 73.96 (0.54) 50.86 (0.79) 64.18 (0.66)
ALT5 1ayer+Augmix 55.09a87 77.360.73) 75.69 121y  50.72 (1.41)  64.72 (1.30)
ABAS 1ayer 59.04 1.43) 77.16 035) 74.71 (0.76) 53.18 2.07)  66.02 (1.15)
ABAS _[ayer+RandCony 57.59 (1.26) 76.66 (024) 75.61 1.02) 54.12 @1.33) 66.00 (0.96)
ABAS5 jayer+ Augmix 5787022 77.290.78) 74.70 0.96) 52.35(0.03)  65.55 (0.49)

Table 2: SSDG accuracy on PACS. Each column is the average accuracy on the target domains trained on the given source
domain. We report the mean (and standard deviation) of 5 runs. More details about the accuracy of the source domain to

each target domain are in the Appendix.

We achieve the state-of-art results by 3-layer ABA, with an
accuracy of 66.36%. We observe that RandConv performs
well in the Sketch domain, which is consistent with the in-
tuition that it preserves the shape and texture information.

4.2. Subpopulation Shift

We validate our method on subpopulation shift with the
Living17 dataset [41]. Livingl7 contains images from Im-
ageNet [5] from 17 superclasses, each of which contains 4
subclasses based on WordNet hierarchy [8]. For example,
labrador and husky are subclasses of the superclass dog. We
choose 2 subclasses in each superclass as the source domain
and the rest of the subclasses as the target domain, follow-
ing the setting in [41]. See the appendix for details.

Baselines. The baselines for Living17 dataset includes the
Empirical Risk Minimization (ERM), AdvBNN [29], Aug-
mix [19], Augmax [49], Randconv [52] and ALT [15]. We
consider three variants of ALT in our evaluation, by adding
RandConv and Augmix module. we do not perform any hy-
perparameter tuning for Living17 and directly apply identi-
cal training settings and hyperparameters from PACS.

Results. Table 3 (left panel) presents our results on the Liv-
ing17 dataset. We observe that several baseline models (in-
cluding AdvBNN, Augmix and its adversarial variant Aug-
max) even worsen the performance on the target domain.

RandConv also causes a decrease in performance, although
this could be due to it affecting coverage on the source do-
main, as the source domain accuracy is low. In compari-
son, both ALT and our proposed method with RandConv
module outperform ERM, with ALT achieving a 1.50% im-
provement and our method achieving a 1.72% improve-
ment, which achieves the best result on Living17 dataset.

4.3. Domain Shift in Medical Imaging

Camelyonl7 [1] is the medical imaging dataset for bi-
nary classification of tumor detection in the center 32 x 32
region. The dataset is collected from 5 different hospitals.
Following the setting in [24], we combine the data from
the first 3 hospitals as the source domain and the remaining
2 hospitals as target domains. Note that while some multi-
source domain generalization methods utilize domain labels
(hospital numbers) for training, we do not use this informa-
tion, but simply combine data from three hospitals as the
single source domain.

Baselines. The baseline models and experiment settings are
same as the subpopulation shift experiment, but with differ-
ence of using ResNet50 model as the feature extractor.

Results. We present the results of our experiments on
the Camelyonl7 dataset in Table 3 (right panel). We ob-
serve that AdvBNN performs worse than ERM. Augmix,
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Method Source Target Method Hospital 1,2,3 Hospital4 Hospital 5 Target Avg.
ERM 95.84 0.13)  70.97 (0.80) ERM 97.96 (0.04) 90.58 (0.63) 82.26 391)  86.42 (1.68)
AdvBNN 92.59 (0479  60.76 (0.27) AdvBNN 96.48 (0.55) 87.30 2.14)  80.79 (1.69) 84.04 (1.65)
Augmix 94.58 (0.17)  65.22 (0.90) Augmix 96.15 (0.19) 85.92 1.28) 84.86 (1.58) 85.39 (1.36)
Augmax 94.00 (0.30)  63.75 (0.50) Augmax 95.17 (0.13) 79.61 1.49) 8551 (1.69)  82.56 (1.30)
RandConv 87.23 (1.54)  61.18 (1.65) RandConv 97.98 (0.09) 90.64 (1.24) 84.75 (3.94) 87.70 (1.69)
ALT5 jayer 94.98 0.12)  72.38 (0.84) ALT5 jayer 96.95 (0.10) 90.82 (0.82) 82.70 (1.22) 86.76 (0.82)
ALTs jayer+Randcony ~ 94.91 (0.15)  72.47 (0.63) ALT5 1ayer+RandConv 97.09 (0.01) 91.09 (1.on)  85.80(1.59)  88.44 (1.16)
ALT5 1ayer+Augmix 95.03 0.09)  71.97 (0.62) ALT5 jayer+Augmix 97.06 (0.10) 91.77 042) 86.11 335  88.94 (1.60)
ABAS jayer 95.18 (0.31)  72.52 (0.55) ABAS5 jayer 97.29 (0.14) 91.19 (0.64) 85.20 (3.45) 88.19 (1.91)
ABAs ayersRandconv~ 95.30 (0.24)  72.69 (1.16) ABA s jayer+RandConv 97.28 (0.10) 90.89 (0.65)  88.47 (0.96)  89.68 (0.80)
ABA5 1ayer+ Augmix 95.32 (0.12)  72.41 (0.38) ABAGS 1ayer+ Augmix 97.23 (0.06) 91.85 0.78) 87.92 0590  89.88 (0.37)

Table 3: SSDG accuracy on Livingl7 (left panel) and Camelyon17 (right panel). For Living17, the source domain is the
two subclasses in each superclass and the target domain is the remaining two subclasses. For Camelyon17, the source domain
is images from hospital 1,2,3 and the target domain is hospital 4 and 5. We report mean (and standard deviation) of 5 runs.
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Figure 3: TSNE plot for source domain, target domain and augmented image distribution by RandConv, ALT, ABA.

which composites image augmentation operations, leads to
a downgrade in performance, while Augmax, which gener-
ates more adversarial samples, performs even worse. How-
ever, RandConv can improve the performance, which is
consistent with the properties of dataset that rely on shape
and texture information. ALT also improves accuracy,
while ALTSs jayer performs slightly lower than RandConv
about 0.94%, but ALT5_jayer+Augmix achieves an improvement
of 1.24% over RandConv. Our ABAs_j,y., achieves an im-
provement of 1.43% compared with ALTs jayer, and simi-
larIYa ABAS—layeHRandConv and ABAS—]ayer+Augmix OlltpeffOTmS
ALTSflayeHRandConv and ALTS—IayeHAugmix by 124%, 094%7
achieving the best results on the Camelyon17 dataset.

S. Analysis

In this section we provide further insights on our results,
analyses, and ablation studies.

5.1. Key Insights from Results

Limitations of Data Augmentation. First, we observe
that every data augmentation method has its limitation on
datasets and types of SSDG. For example, AdvBNN, which

incorporates the adversarial training of the feature extrac-
tor for robustness against the adversarial perturbations, ex-
hibits inferior performance compared to ERM on all four
datasets. Augmix performs well on PACS, but not out-
standing on the Digits dataset, both of which are style gen-
eralization dataset. It even worsens the performance on
the generalization of subpopulation and medical imaging.
RandConv boosts performance on style generalization, and
medical imaging generalization, but hurts the subpopulation
shift generalization. Among these baseline models, ALT
can keep outperforming most state-of-art methods, but 1)
1 layer ALT does not show significant improvement over
RandConv on Digits dataset and 2) ALT sometimes needs
additional RandConv or Augmix module to improve the
performance.

ABA without additional modules outperforms previous
state-of-the-art. The next insight is that even without any
explicit module, ABA outperforms all other data augmen-
tation methods, even 1-layer ABA without Randconv mod-
ule. This indicates that adversarial learned Bayesian con-
volutional neural networks are powerful for generating aug-
mented images to train a classifier for generalization — we
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Figure 4: From left to right, we show the impact of hyperparameters on SSDG performance (Digits dataset): adversarial
steps, adversarial learning rate, number of layers, and number of sampling per Bayesian convolutional layer.

,4!,%%‘

RandConv  Input Image

ALT

ABA

Figure 5: Qualitative comparison of PACS images aug-
mented by RandConv, ALT and our ABA.

can see the benefit of using ABA compared with ALT and
RandConv. Moreover, we did not clearly observe the ben-
efits of adding additional RandConv or Augmix module to
our ABA method. For example, in the PACS dataset and
cartoon as the source domain, adding RandConv can im-
prove performance for the 1-layer ABA, but not for the
5-layer ABA. The addition of Augmix augmentation im-
proves performance on the Digits and Camelyon17 dataset,
but does not yield similar improvement on the PACS and
Living17 dataset. In order to facilitate a fair comparison
with RandConv and ALT which employ 1-layer and 5-layer
convolution-based augmentations respectively, we conduct
most of our experiments using 1-layer and 5-layer ABA.
However, for style shift, our model attains state-of-the-art
performance with 3-layer ABA.

ABA results in diverse and distributed augmentations.
In Figure 3, we analyze the feature distribution intro-
duced by ABA on Digits dataset and compare it with

the source distribution (MNIST-10K), target distribution
(SYNTH), and feature distributions from ALT [15] and
RandConv [52]. Both ALT and ABA use 1-layer convo-
lutional network. We observe that RandConv can generate
some augmented images outside the source domain but still
close to it, while ALT, using adversarial learning, mostly
generates images outside the source domain. Our ABA
method is spread widely across the tSNE [20] space, thanks
to the advantage of adversarial learning and Bayesian in-
ference. We also show the qualitative results of augmented
images by RandConv, ALT and ABA in Figure 5. We use
1-layer convolutional network for both ALT and ABA. We
find that our method can stylize images while still retaining
important texture and shape information.

5.2. Ablation study on Hyperparameters

As illustrated in Section 3.1, we control the strength of
the adversarial samples by adjusting the adversarial learn-
ing rate 1 and the number of adversarial steps 7y4,. For
ABA, another hyperparameter that determines the model is
the number of convolutional layers L. We also explore the
impact of the number of sampling per Bayesian convolu-
tional layer on 1-layer ABA. In our paper, to manage com-
putational costs, we adopt a single sampling per layer in the
multiple layers BNN. When our method is used without ad-
ditional augmentation methods, we sample twice per entire
BNN network. We investigate the effect of each of these
parameters on SSDG in Figure 4. The experiments are con-
ducted on the Digits dataset.

The first plot shows that the number of adversarial steps
has little impact on SSDG, once it surpasses 5 steps. While
the best results are achieved with 10 adversarial steps, all
other results still outperform the previous baseline models.
In the second plot, we analyze how the adversarial learning
rate affects the results. We find that 7 = 5e~% achieves the
best performance, while 7 = 5¢~5 or ) = 5¢~" may gener-
ate adversarial samples that are either too strong or too weak
for domain generalization. The third plot demonstrates the
importance of the number of ABA layers, with 3-layer ABA
achieving the best results. With 1 or 2 layers, the network
may not be capable of generating strong enough augmented
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images, while increasing the number of layers may result in
augmented images that are too strong and hurt performance.
The last plot shows the impact of the number of sampling
of 1-layer ABA. With increasing the number of samplings
results in more diverse training samples and improved tar-
get accuracy, but the performance starts to decline when the
number of sampling exceeds 10. It is clear that these hyper-
parameters impact the performance of ABA on SSDG.

6. Conclusion

In this paper, we demonstrate how adversarial learning
combined with Bayesian convolutional neural network can
generate more diverse samples, leading to an improvement
in the performance of image classifiers on the single-source
domain generalization task. Our method, ABA, outper-
forms all existing methods on multiple benchmark datasets
spanning different types of domain shift. The promising re-
sults from this work spark potential future research, such as
exploring whether the Bayesian neural network as a feature
extractor can improve SSDG.
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