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Abstract

This study explores the application of self-supervised
learning (SSL) to the task of motion forecasting, an area
that has not yet been extensively investigated despite the
widespread success of SSL in computer vision and natu-
ral language processing. To address this gap, we intro-
duce Forecast-MAE, an extension of the mask autoencoders
framework that is specifically designed for self-supervised
learning of the motion forecasting task. Our approach in-
cludes a novel masking strategy that leverages the strong
interconnections between agents’ trajectories and road net-
works, involving complementary masking of agents’ future
or history trajectories and random masking of lane seg-
ments. Our experiments on the challenging Argoverse 2 mo-
tion forecasting benchmark show that Forecast-MAE, which
utilizes standard Transformer blocks with minimal induc-
tive bias, achieves competitive performance compared to
state-of-the-art methods that rely on supervised learning
and sophisticated designs. Moreover, it outperforms the
previous self-supervised learning method by a significant
margin. Code is available at https://github.com/
jchengai/forecast-mae.

1. Introduction
Motion forecasting is a rapidly developing research field

that plays a critical role in advanced autonomous driving
systems [22]. This task involves predicting the future tra-
jectories of other vehicles and pedestrians, while taking into
account the intricate interactions and road layouts. The in-
herent multi-modal driving behaviors of agents, combined
with diverse road networks, make motion forecasting an es-
pecially challenging undertaking.

Self-supervised learning (SSL) is an innovative approach
that enables the acquisition of valuable latent features from
unlabelled data. By pre-training the model on pretext tasks
and pseudo-labels derived from the data, and subsequently
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Figure 1. Reconstruction result on Argoverse 2 validation sce-
nario. (a) The origin scenario. (b) 50% of agents’ trajectory is
masked using a complementary masking strategy (either history
or future is masked). 50% of the lane segments are masked ran-
domly. (c) Scenario reconstructed by the proposed Forecast-MAE.

fine-tuning on downstream tasks, SSL has demonstrated an
ability to learn more extensive and adaptable latent features,
leading to remarkable advancements in computer vision [3]
and natural language processing (NLP) [10]. Nevertheless,
despite its widespread popularity and success, there remains
a notable lack of exploration of SSL in the motion forecast-
ing domain. We have identified two principal challenges
associated with integrating SSL into motion forecasting:

(i) Motion forecasting pre-training requires annotated
data, which sets it apart from fields such as computer vi-
sion and NLP where unlabeled raw inputs are easily acces-
sible. In motion forecasting, we rely on annotated track-
ing sequences and hand-crafted high-definition maps that
are typically collected by expensive onboard sensors and
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require human annotation labor [5, 43, 12]. This poses a
challenge to scaling up self-supervised pre-training, a key
aspect of SSL’s success. To address this challenge, very re-
cent work PreTraM [44] proposed generating additional ras-
terized map patches (28.8M) cropped from local regions of
the entire HD map to train a robust map encoder with con-
trastive learning. Although this approach yielded notable
performance improvements compared to the baseline, it is
limited to models based on rasterized map representations,
which have a significant performance gap compared to more
recent vector-based or graph-based models. However, an-
other pioneering work, SSL-Lanes [1], demonstrated that
carefully designed pretext tasks can significantly enhance
performance without using extra data by learning richer fea-
tures. In this paper, we follow this approach to learn better
and more generalized features using the existing dataset.

(ii) The task of motion forecasting involves incorporat-
ing multiple modal inputs, such as static map features, spa-
tiotemporal agent motion features, and semantic scene con-
texts [39, 26, 13, 4, 36, 50, 29, 9, 52]. While various
self-supervised learning methods have proven successful in
dealing with single-modal inputs such as the image [3],
text [10], or point cloud [47, 32], developing pretexts that
establish cross-modal interconnections is not an easy task.
SSL-Lanes concentrated on designing pretext tasks for each
specific input modality, such as lane node masking or agent
maneuver classification. Nevertheless, they did not explore
the combination of these different tasks or develop pretext
tasks that explicitly involve multiple modal inputs. Authors
of PreTraM drew inspiration from CLIP’s [35] cross-modal
contrastive learning framework involving text and images.
They devised a technique for pre-training map and trajec-
tory encoders by pairing batches of (map, trajectory) train-
ing instances. Nevertheless, their approach merely encom-
passes the history trajectory-map connection, thereby re-
stricting the scope of modality interconnections to a par-
ticular type. This study confronts this challenge by utiliz-
ing a masked autoencoder framework that can assimilate
all cross-modal interdependencies within a unified scene re-
construction task.

The masked autoencoder (MAE) [20] has garnered sig-
nificant attention due to its recent achievements in image-
based self-supervised learning. This approach involves
masking a portion of the input data and reconstructing the
missing part using an autoencoder structure. The effective-
ness of MAE has also been demonstrated in other domains,
such as audio [21] and point cloud [32]. An intriguing ques-
tion arises: can we extend MAE to motion forecasting? In-
deed, motion forecasting itself can be viewed as a mask-
ing and reconstructing task, wherein the future trajectory of
agents is masked and predicted. Based on the strong cor-
relation between agents’ historical and future trajectories
and road networks, we further extend this concept to the en-

tire scene reconstruction. Specifically, we mask agents’ his-
tory trajectory or future trajectory in a complementary man-
ner (i.e. either history or future is masked), and randomly
mask non-overlapping lane segments, shown in Figure 1.
This masking scheme offers several advantages. Firstly, the
model must learn how to reconstruct the future from past
motion and, in turn, infer history from the future, with lim-
ited access to lane structures. This pretext task allows the
model to establish a robust bidirectional relationship be-
tween past and future motion. Secondly, the model learns
to reconstruct lane segments by jointly utilizing neighboring
visible lanes, agents’ history and future trajectories, thereby
establishing a more profound cross-modal understanding.

To this end, we introduce Forecast-MAE, an extension
of the masked autoencoder framework specifically designed
for self-supervised learning of the motion forecasting task.
Our methodology comprises a novel masking design that
exploits the strong interdependencies among all agents’ tra-
jectories and road networks. Despite being simple and in-
corporating minimal inductive bias, our proposed Forecast-
MAE performs strongly on the challenging Argoverse 2
(AV2) motion forecasting benchmark [43] and significantly
outperforms the previous self-supervised learning method.

Our contribution can be summarized as follows:
• To our best knowledge, we propose the first masked

autoencoding framework for self-supervised learning
on the motion forecasting task. Without extra data or
pseudo-labels, our method greatly improves the per-
formance of motion forecasting through pre-training
compared to training from scratch.

• We introduce a straightforward yet highly effective
masking scheme that facilitates the learning of bi-
directional motion connections and cross-modal rela-
tionships within a single reconstruction pretext task.

• We show that our approach, based entirely on standard
Transformers with minimal inductive bias, achieves
competitive performance compared to the state-of-the-
art with supervised learning on the challenging Argo-
verse 2 benchmark, and significantly outperforms the
previous self-supervised learning method.

• Our findings suggest that SSL can be a promising ap-
proach for motion forecasting, and we anticipate that
this may spark greater interest in the field.

2. Related Work
Motion Forecasting. The performance of motion forecast-
ing models has significantly advanced in recent years, pri-
marily attributable to the amplified interest in self-driving
vehicles and the widespread availability of standard bench-
marks. Herein, we concisely outline three key aspects con-
tributing to its improvements.

(i) Improvement on scene representation. In the early
stages, rasterized top-down semantic images are commonly
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utilized for scene representation, and off-the-shelf image
encoders are used for learning [39, 33, 4, 15]. Although
this image-based representation is simple and unified, it in-
evitably results in the loss of detailed structural information
during rasterization. The popularity of vectorized represen-
tations has increased significantly with the introduction of
VectorNet [13], owing to their higher representation capac-
ity and significantly stronger performance. Furthermore,
graphs [26, 48, 9, 16, 25] are widely used as another promis-
ing scene representation. TPCN [45], as a standalone ap-
proach, achieves impressive results by treating the agents’
trajectories and lanes as the point cloud.

(ii) Improvement on model architectures. Early raster-
ized methods naturally relied on well-established convo-
lutional networks. Later, inspired by the impressive per-
formance of Transformer [41], attention mechanisms have
been extensively used for interaction modeling and infor-
mation aggregation, given their superior flexibility and ef-
ficacy. Some works [31, 29, 52, 17] have directly incor-
porated transformers for forecasting and achieved satisfac-
tory outcomes. A more recent work, MTR [36], builds on
cutting-edge vision object detection architecture DETR [2],
resulting in state-of-the-art performance. Advances in the
graph neural network (GNN) domain are also widely ex-
plored [48, 16, 25, 9, 6, 28, 7]. LaneGCN [26] modified
graph convolutional operation tailed for lane graph encod-
ing. HDGT [24] uses the heterogeneous graph to encode
different types of agents and map elements. HiVT [52],
QCNet [51] and [23] explores different corrdiantes systems.

(iii) Introducing of prior knowledge. Incorporating prior
knowledge to tackle the complex problem of multi-modal
future prediction has become increasingly prevalent in re-
cent literature. Several works utilize predefined candidate
trajectories [33, 37] or anchor points [4, 40] by clustering
the ground truth or generating with planners. Another line
of research involves sampling goals within the drivable ar-
eas and utilizing a two-stage prediction pipeline [48, 9, 50,
18, 15, 16]. DCMS [46] introduces temporal consistent con-
straints based on the assumption that predictions should not
change abruptly. However, these methods typically require
additional computation or have a higher model complexity.

Despite significant advancements in motion forecasting,
there is a recent trend towards greater architectural com-
plexity and utilization of prior knowledge. In this study,
we explore a different direction for enhancing performance,
namely self-supervised learning. By leveraging the simplic-
ity of the MAE framework, we demonstrate that our pro-
posed Forecast-MAE, employing a standard transformer ar-
chitecture with minimal prior knowledge, can achieve com-
petitive performance compared to state-of-the-art super-
vised learning-based methods with sophisticated designs.

Self-supervised Learning in Motion Forecasting. There
are only a few studies that explore SSL in motion forecast-

ing. To the best of our knowledge, VectorNet is the ear-
liest work that incorporates a BERT-like [10] graph com-
pletion task to better capture interactions between agents
and maps. However, it is a very preliminary attempt, and
the graph completion is treated as an auxiliary training ob-
jective that is jointly optimized with the motion forecast-
ing task. PreTraM and SSL-Lanes are two recent works
that systematically study SSL. The authors of PreTraM be-
lieve that the scarcity of trajectory data restricts the appli-
cation of SSL in motion forecasting. They generate addi-
tional local map patches from the entire maps and leverage
single-modal and cross-modal contrastive learning to pre-
train the map and trajectory encoders separately. In con-
trast, our method adopts a completely different MAE-based
framework, where representations of different modalities
are learned jointly. SSL-Lanes demonstrated that SSL could
learn better latent features without using extra data. It stud-
ied four pretext tasks, each focusing on one specific input
modality, such as lane masking or agents’ maneuver clas-
sification. However, they do not explore combining these
different tasks or designing pretext tasks involving multi-
modal inputs. On the contrary, the proposed Forecast-MAE
learns cross-modal interconnections by design and outper-
forms SSL-Lanes by a large margin.

3. Methodology
We propose Forecast-MAE, a simple and neat MAE-

based framework for self-supervised pre-training of the mo-
tion forecasting task. The pre-training process is illustrated
in Figure 2. Visible agents’ history/future trajectories and
lane segments are embedded as tokens and then processed
with a standard transformer encoder. Following the asym-
metric design of the vision MAE [20], different mask tokens
are added to the decoder’s input sequence and later used to
reconstruct the masked trajectories and lane segments with
simple prediction heads.

3.1. Masking

In contrast to all current self-supervised learning frame-
works for motion forecasting, we utilize the future trajec-
tories of agents as an additional input for pre-training. Our
experiments reveal that masking future trajectories is a cru-
cial aspect for Forecast-MAE to be effective. To begin, the
road maps are initially segmented into non-overlapping lane
sections. We then randomly mask a subset of lane segments
according to a uniform distribution. The masking technique
for agents differs slightly. Although random masking is still
employed for agent trajectories, we only mask the history
or future trajectory of each agent (e.g., 40% of agents re-
tain their history, while the remaining 60% retain their fu-
ture). We refer to this process as complementary random
masking. This constraint is sensible, as reconstructing tra-
jectories from a single pose is not a meaningful pretext task
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Figure 2. Overall pre-training scheme of our Forecast-MAE. The left part shows the masking process of an example scenario (two
agents are static within the observation horizon). We randomly mask out the entire agents’ history or future trajectory, as well as lane
segments. The pre-training scheme is shown on the right. Only the visible history, future trajectory, and lane segments will be embedded
into tokens and processed by the encoder. Three different types of mask tokens are added to the input sequence of the decoder to reconstruct
history, future trajectory and lane segment, respectively.

when both history and future trajectories are masked.

3.2. Input Representation and Embedding

Following the popular vectorized representation, we
treat all agents’ trajectories and lane segments as poly-
lines. Specifically, we denote the history trajectories of
N agents as AH ∈ RN×TH×CH , where TH is the num-
ber of history frames and CH is the history feature chan-
nels including step-wise displacement/velocity difference,
and a padding flag indicating the observation status of this
frame. Similarly, the future trajectories are denoted as
AF ∈ RN×TF×CF , where TF is the number of future
frames, CF is the future feature channels, including future
coordinates normalized to the current position of agents and
a padding flag indicating availability. The non-overlapping
lane segments are denoted as L ∈ RM×P×CL , where M is
the number of lane segments within a certain radius of the
target agent, P is the number of points of each polyline and
CL is the lane feature channels (e.g., coordinates, availabil-
ity). Note that we normalize all the coordinates of each lane
polyline to its geometric center.

The primary goal of the embedding layer is to encode
sequential features into one-dimensional vectors or tokens
that can be directly processed by the standard Transformer.
We use a Feature Pyramid Network (FPN) [27] similar to
LaneGCN to fuse multi-scale agent motion features. 1D
neighborhood attention [19] is employed at each scale to
extract local motion features. Agents’ historical and fu-
ture features are embedded separately. To capture a broader

range of the road map, we employ a lightweight mini-
PointNet [34], mainly comprising MLPs and max pooling
layers, to embed lane polylines. The embedding process
can be formulated as

TH = FPN(AH), TF = FPN(AF ), TH,F ∈ RN×C (1)

TL = MiniPointNet(L), TL ∈ RM×C , (2)

where TH , TF , TL are history, future, lane tokens respec-
tively, C is the embedding dimension.

Semantic attributions such as agent category (e.g., vehi-
cle, pedestrian, cyclist) or lane types are initialized as learn-
able embeddings and added to the embedded tokens. Given
that the coordinates of agents and lane features are normal-
ized, it is crucial to include global position information in
the tokens. The position embedding (PE) is implemented
with a simple two-layer MLP following [47], formulated as

PE = MLP
(
[x, y, cos(θ), sin(θ]

)
,PE ∈ RC (3)

where (x, y, θ) is the latest observed pose of agents or the
geometric center pose for lane polylines. The PE is added
to the tokens before being processed by the autoencoder.

3.3. AutoEncoder

The autoencoder is entirely based on standard Trans-
formers. The encoder consists of several Transformer
blocks and only encodes concatenated visible agents and
lane tokens, resulting in encoded latent tokens TE ∈
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R(N+M)×C . Following the asymmetric autoencoder de-
sign of MAE, history, future, and lane mask tokens M =
(MH ,MF ,ML) are added together with the encoded latent
tokens as the input sequence of the decoder and then output
the decoded mask tokens M ′ = (M

′

H ,M
′

F ,M
′

L) after the
decoding. Positional embeddings are added to the full input
sequence, including the mask tokens. Each type of mask to-
ken is a learned vector shared by the corresponding type of
masked element. The autoencoding process is formulated
as

TE = Encoder
(
concat (TH , TF , TL) + PE

)
, (4)

M ′ = Decoder
(
concat (TE ,M) + PE

)
. (5)

The decoded mask tokens are subsequently used for recon-
structing the masked element through a simple prediction
head, which is implemented as a linear projection layer in
practice.

3.4. Reconstruction Target

The prediction heads predict the normalized 2-
dimensional coordinates of history/future trajectories PH/F

and lane polylines PL,

PH = PredictionHead(M ′
H), PH ∈ RαN×TH×2, (6)

PF = PredictionHead(M ′
F ), PF ∈ R(1−α)N×TF×2, (7)

PL = PredictionHead(M ′
L), PL ∈ RβM×P×2, (8)

where α is the agents’ history mask ratio, β is the lane seg-
ments mask ratio. We use L1 loss LH ,LF for trajectory
reconstruction and mean squared error (MSE) loss LL for
lane polyline reconstruction, and wH , wF , wL correspond
to the loss weight respectively. The final loss is

LMAE = wHLH + wFLF + wLLL. (9)

3.5. Motion Forecasting

For the target motion forecasting task, we adopt an end-
to-end fine-tuning approach. During fine-tuning, the fol-
lowing modifications are made to the pre-training model:
(1) we discard the MAE decoder and mask tokens; (2)
agents’ future features are eliminated from the input, and
masking is not employed; (3) the pretext prediction heads
are substituted with a multi-modal future decoder.

Multi-modal decoder. Given the multi-modal nature of
agents’ behavior, motion forecasting entails producing mul-
tiple potential future predictions, distinct from the masked
future reconstruction pretext task. To maintain a neat frame-
work with minimal inductive bias, we implement the multi-
modal decoder using a simple three-layer MLP. A separate
three-layer MLP is utilized to generate the confidence score
for each prediction. The decoding process can be formu-
lated as

PTraj = MLP(T ′
H), PTraj ∈ RN×K×TF×2, (10)

where T ′
H is the encoded history tokens and K is the num-

ber of output modes. The predicted future trajectories are
normalized to each agent’s latest observed position.

Training loss. We adopt the widely used Huber loss for
trajectory regression and cross-entropy loss for confidence
classification with equal weights. The winner-take-all strat-
egy is employed, which only optimizes the best prediction
with minimal average prediction error to the ground truth.
We compute the loss using all agents present in the scene.

4. Experiments
4.1. Experimental Setup

Dataset. We evaluate the proposed framework on the re-
cently released large-scale Argoverse 2 (AV2) dataset. This
dataset includes 250K non-overlapping scenarios, divided
into 199,908, 24,988, and 24,984 samples for training, val-
idation, and testing, respectively. Each sample contains 5
seconds of history and requires a prediction of 6 seconds in
the future, with a sampling rate of 10 Hz. Every scenario
includes a focal track agent that needs to be predicted, with
detailed high-definition map patches provided for each sam-
ple. We choose to evaluate on the Argoverse 2 dataset as it
offers the best balance between diversity and dataset size.
The popular Argoverse 1 [5] dataset has a similar size but
lacks scenario diversity (e.g., the majority of vehicles driv-
ing straight-forward). Conversely, Argoverse 2 is intended
to be more varied and complicated. Another widely-used
dataset, the Waymo Open Motion Dataset (WOMD) [12],
has similar scenario complexity but only contains less than
half the number of scenarios (104K). We believe that a
larger and more complex dataset is more appropriate for
evaluating SSL frameworks.

Metrics. We use the official benchmark metrics, including
minADE, minFDE, MR, and brier-minFDE, which refer to
six prediction modes, if not specified.

Implementation Details. Detailed model architecture and
training settings are provided in the supplementary.

4.2. Ablation Study

We conduct ablation studies on the Argoverse 2 valida-
tion set. By default, the pre-training epoch is set to 40,
the fine-tuning epoch to 30, the history and lane mask ra-
tio to 0.5, and the encoder and decoder depth to 4. The
pre-training is only conducted on the training set.

Masking ratio. Figure 3 depicts the impact of varying
masking ratios. Employing a well-balanced masking ratio,
ranging from 40% to 50%, between an agent’s history and
future leads to the most favorable outcomes, in agreement
with common sense. We posit that a balanced masking ra-
tio for agent trajectory helps prevent the learning of biased
features by the model and enhances its comprehension of
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Figure 3. The impact of the history and lane masking ratio. The
marked blue lines show the fine-tuning results on different metrics
(lower is better). The dashed lines in grey correspond to the results
of the baseline model (trained from scratch for 30 epochs).

the bidirectional relationship between historical and future
motion. This is further demonstrated by the performance
of extreme history masking ratios (20% and 80%), which
significantly underperform.

Forecast-MAE is relatively insensitive to lane masking
ratio, as a wide range of ratios (30% to 60%) perform well.
Nonetheless, when the lane masking ratio exceeds 70%,
performance suffers notably. The possible reason is with a
masking ratio of more than 70%, most of the road structure
information loses, which tremendously increases the diffi-
culty of scene reconstruction and geometry feature extrac-
tion from the map. Conversely, when the lane masking ratio
is below 20%, both ADE and FDE experience a significant
increase. We deduce that the masked lanes can be easily ex-
trapolated by nearby visible lanes when only a small subset
of lanes are masked.

Masking strategy. One distinctive aspect of our approach,
compared to existing SSL methods, is the introduction of
agents’ future trajectories as additional input during pre-
training. The outcomes of various inputs and masking
strategies are presented in Table 3. When only lane mask-
ing is employed, the utilization of future trajectories as in-
put makes a significant difference (minADE is 0.865 with-
out using future, and 0.828 using future). One possible ex-
planation is that the model can establish better connections
between lanes and future trajectories through lane recon-
struction, which is beneficial for the forecasting task. In-

Hist.
mask

Lane
mask

Fut.
input

Fut.
mask

minADE minFDE MR

✓ 0.865 1.51 0.212
✓ ✓ 0.828 1.47 0.203

✓ ✓ 0.864 1.53 0.216
✓ ✓ ✓ 0.866 1.52 0.214

✓ ✓ ✓ 0.820 1.45 0.198
✓ ✓ ✓ ✓ 0.814 1.44 0.189

training from scratch 0.8314 1.471 0.2038

Table 1. Results of different input and masking strategies.
History and lane are used as input for experiments. When history
and future trajectories are simultaneously masked, it is masked in
a complementary manner. For other situations, we use random
masking by default.

encoder depth minADE minFDE MR

2 0.854 1.55 0.221
3 0.823 1.46 0.198
4 0.814 1.44 0.189
5 0.815 1.43 0.188

Table 2. Results of different encoder depth. A encoder depth of
4 offers the best performance-efficiency trade-off.

terestingly, if we use the future as input and do not mask
it, merely masking the history performs even worse than
training from scratch (minADE 0.864/0.866 vs. 0.8314).
A reasonable justification is that the dataset is intended to
make the distribution of agents’ future trajectories diverse
and multi-modal (e.g., an agent is beginning to pass an in-
tersection), while the historical trajectory is much simpler
and more predictable. The model might take a shortcut
to reconstruct the history by extrapolating the future tra-
jectory, resulting in a failure to learn meaningful features
from the agents’ motion. As a result, the learned latent fea-
tures are useless and even harmful for the later forecasting
task. Adding future masking promptly addresses this prob-
lem, and minADE improves to 0.820 and 0.814. The pro-
posed complementary masking strategy achieves the best
performance in all metrics.

Encoder depth. A relative deep encoder is necessary, as
studied in Table 2. The performance improved 4.6% in
terms of minADE by increasing encoder depth from 2 to
4. Adding more encoder layers does not make a significant
difference. We use an encoder depth of 4 as our default
setting for its better efficiency-performance trade-off.

4.3. Results

For the final leaderboard submission, we use a depth of
4 for both the decoder and encoder. The history and lane
masking ratios are 0.4 and 0.5, respectively. We set the pre-
training and fine-tuning epochs both to 60. Our final mo-
tion forecasting model is simple and lightweight, with only
1.9M parameters in total.

8684



Method minADE1 minFDE1 MR1 minADE6 minFDE6 MR6 b-FDE6

THOMAS [14] 1.96 4.71 0.64 0.88 1.51 0.20 2.16
GoReLa [8] 1.82 4.62 0.61 0.76 1.48 0.22 2.01
GANet [42] 1.78 4.48 0.60 0.73 1.35 0.17 1.97
QML w/ ensemble [38] 1.84 4.98 0.59 0.69 1.39 0.19 1.95

Supervised
Learning

BANet w/ ensemble [49] 1.79 4.61 0.60 0.71 1.36 0.19 1.92

Lane Masking 2.167 5.675 0.671 0.835 1.698 0.248 2.379
Dist. to Inter. 2.176 5.71 0.667 0.839 1.710 0.248 2.391SSL-Lanes [1]
S/F Classification 2.218 5.905 0.687 0.828 1.671 0.249 2.352

Scratch 1.845 4.602 0.623 0.727 1.427 0.187 2.062
Fine-tune w/o ensemble 1.741 4.355 0.607 0.709 1.392 0.172 2.029Forecast-MAE
Fine-tune w/ ensemble 1.658 4.145 0.592 0.690 1.338 0.173 1.911

Lane Masking 2.014 5.194 0.649 0.850 1.520 0.220 2.197
Dist. to Inter. 2.006 5.187 0.651 0.840 1.490 0.212 2.182SSL-Lanes [1]
S/F Classification 2.120 5.613 0.675 0.861 1.536 0.224 2.216

Scratch 1.813 4.570 0.622 0.811 1.436 0.189 2.074
Forecast-MAE

Fine-tune w/o ensemble 1.755 4.388 0.609 0.801 1.409 0.178 2.042

Table 3. Comparisons with previous results on the Argovesrse 2 test set (upper group) and validation set (lower group). For all the metrics,
the lower is the better. We bold the best results and underline the second best results.

epochs minADE6 minFDE6 MR6

Scratch
60 0.811 1.436 0.189
70 0.815 1.436 0.187
80 0.814 1.450 0.190

Fine-tune 60 0.801 1.409 0.178

Table 4. Comparison with training from scratch of different
training epochs. Continue increase training iterations does not
further improves the performance of training from scratch.

Comparison with the other SSL method. We compare
our method with SSL-Lanes, as it is the only published
approach that employs vector representation and SSL. We
make minimal modifications to its official code base1 to
adapt it to the AV2 dataset. Our experiments utilize three of
its pretext tasks, specifically lane making, distance to the in-
tersection (Dist. to Inter.), and success-failure classification
(S/F classification). We do not implement the maneuver
classification pretext task, as AV2 lacks lane-turning infor-
mation. Table 3 (lower group) displays the comparison re-
sults on the AV2 validation set. Our Forecast-MAE outper-
forms all SSL-Lanes variants significantly across all met-
rics. Notably, SSL-Lanes suffers from performance degra-
dation between the validation and test sets, whereas our ap-
proach achieves consistent performance on both sets and
even performs slightly better on the test set. This suggests
that our method learns superior and more generalized fea-
tures through MAE-based self-supervised pre-training.

Comparison with State-of-the-art. Our Forecast-MAE,
developed using standard Transformer blocks and minimal

1https://github.com/AutoVision-cloud/SSL-Lanes

prior knowledge, demonstrates impressive performance on
the leaderboard, depicted in Table 3 upper group. Particu-
larly noteworthy is that our approach (w/o ensemble) out-
performs all other methods, including ensemble models, in
terms of minADE1 and minFDE1, indicating its superior
ability to predict the most likely future. We attribute this
to our SSL pre-training scheme, which requires the model
to reconstruct the most likely masked history and future
trajectories. Additionally, Forecast-MAE (w/o ensemble)
achieves the best minADE6 among all non-ensemble meth-
ods and performs on par with QML (w/ ensemble). Through
the adoption of an ensemble strategy involving 6 variants
of our framework (e.g., different masking ratios, encoder
depth), our ensemble model achieves the best performance
among all methods across six metrics. In particular, our
ensemble model outperforms the second-best (GANet) by
7.5% in terms of minFDE1.

Comparison with training from scratch. The comparison
results between the fine-tuned model and the model trained
from scratch are presented in Table 3. It is noteworthy that
the vanilla model, despite its simplicity, serves as a strong
baseline. However, our fine-tuned model outperforms the
baseline in all metrics, exhibiting improvements of 5.1%
on minADE1, 5.7% on minFDE1, 2.4% on minADE6, and
minFDE6, without the utilization of additional data or a
more complex model.

As we incorporate agents’ future trajectories as inputs
during the pre-training, a plausible concern is that the fine-
tuned model may benefit from additional training iterations.
To address this, we conduct further training of the vanilla
model with more epochs using cosine learning rate decay.

8685

https://github.com/AutoVision-cloud/SSL-Lanes


Figure 4. Qualitative results of Forecast-MAE The predicted trajectories (K=6) are in blue and the ground truth is in gradient pink. The
bounding box in orange indicates the focal agent.

minADE minFDE MR

Scratch 0.9098 1.645 0.2346
Fine-tune 0.8968 1.613 0.2164

Table 5. Evaluation results on different data distribution..
Models are trained or pre-trained on scenarios in Miami, Pitts-
burgh and Austin and validated in Dearborn, Palo-alto and
Washington-DC.

The results presented in Table 4 indicate that continuing to
increase the training iterations fails to enhance the perfor-
mance of the model trained from scratch, underscoring the
importance of pre-training.

Generalization ability. Our method demonstrates strong
generalization ability in the AV2 benchmark, as evidenced
by the results in Table 3. To further investigate this point,
we design an experiment where training and testing employ
different data distributions. Specifically, we partition all
scenarios involving six cities in the AV2 dataset into two
distinct and non-overlapping groups. We then train or pre-
train the models solely on scenarios in Miami, Pittsburgh,
and Austin, and evaluate them on Dearborn, Palo-Alto, and
Washington-DC. Results presented in Table 5 indicate that
the fine-tuned model surpasses the baseline in all metrics,
signifying that self-supervised pre-training enables learning
of more generalizable features.

Qualitative Results. We visualize the qualitative results of
our fine-tuned model on the AV2 validation set, as shown in
Figure 4. We leave more results to the supplementary, due
to the limited space.

5. Conclusion

We present Forecast-MAE, a simple and neat framework
for self-supervised pre-training on the motion forecasting
task. Based on the asymmetric architecture of MAE, we de-
vise a scene reconstruction pretext task that utilizes a novel
masking strategy. By leveraging the complementary mask-
ing of the agents’ trajectories and the random masking of
lane segments during the pre-training process, the model ac-
quires the ability to capture the bidirectional agent motion
features, road geometry features, and cross-modal intercon-

nections jointly. Our experiments on the challenging Ar-
goverse 2 benchmark demonstrate that our Forecast-MAE
surpasses supervised learning methods and previous self-
supervised learning works, especially in terms of minADE1

and minFDE1, indicating its superior ability to predict the
most likely future.

Limitaion and Dicussion. One constraint of our work
is the lack of exploration of transfer learning or few-shot
learning for the proposed method (e.g., pre-training on
WMOD and fine-tuning on AV2). Such exploration is hin-
dered by the different problem settings, namely observa-
tion/prediction horizons, of different datasets. Besides, due
to the relatively limited size of publicly available motion
forecasting datasets compared to those in computer vision
or natural language processing, we are unable to determine
whether the performance of Forecast-MAE will scale up
with increased training data and model capacity. However,
we are positive about this point by drawing intuition from
MAE and our minimal inductive bias design. Our approach
could be advantageous for autonomous driving companies
with large-scale internal datasets. Although Forecast-MAE
already achieves strong performance while designed to be
simple, we anticipate it can be further improved. Draw-
ing inspiration from the development of techniques such as
ViT [11] to Swin-Trainsformer [30], properly incorporating
inductive bias such as relative position design [52, 8, 51]
or local attention [36] may further boost Forecast-MAE in
terms of performance and efficiency. Another possible di-
rection is to generate realistic traffic scenarios building upon
this work. These possibilities are left for future works.
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