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Abstract

Contrastive learning based vision-language joint pre-
training has emerged as a successful representation learn-
ing strategy. In this paper, we present a prototype represen-
tation learning framework incorporating both global and
local alignment between medical images and reports. In
contrast to standard global multi-modality alignment meth-
ods, we employ a local alignment module for fine-grained
representation. Furthermore, a cross-modality conditional
reconstruction module is designed to interchange informa-
tion across modalities in the training phase by reconstruct-
ing masked images and reports. For reconstructing long
reports, a sentence-wise prototype memory bank is con-
structed, enabling the network to focus on low-level local-
ized visual and high-level clinical linguistic features. Ad-
ditionally, a non-auto-regressive generation paradigm is
proposed for reconstructing non-sequential reports. Ex-
perimental results on five downstream tasks, including su-
pervised classification, zero-shot classification, image-to-
text retrieval, semantic segmentation, and object detection,
show the proposed method outperforms other state-of-the-
art methods across multiple datasets and under different
dataset size settings. The code is available at https:
//github.com/QtacierP/PRIOR.

1. Introduction
Powered by large-scale labeled natural image datasets,

deep learning has achieved great success in computer vi-
sion [17, 12, 41, 42, 51]. However, annotating medical im-
ages is extremely expensive and labor-intensive [4, 45]. A
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practical approach is to first pre-train a model on a large-
scale labeled natural image dataset like ImageNet [11], and
then fine-tune it on the downstream medical image dataset
with limited annotation [39, 37, 58]. This approach may
nevertheless fail to achieve generalized performance due to
the domain gap between natural images and medical images
[44, 33]. To effectively inherit representation from images
of the same domain, self-supervised learning (SSL) meth-
ods [5, 16, 6, 8] have been proposed through pre-training on
unlabeled datasets. However, it has been suggested that the
performance gain of pre-training on unlabeled medical im-
ages is relatively limited compared to ImageNet initializa-
tion [57]. There are potentially two reasons: 1) The sample
size of medical images, even unlabeled, is still quite lim-
ited compared to that of the ImageNet dataset; 2) Medical
images often exhibit high inter-class similarity.

Recently, vision-language pre-training (VLP) has shown
natural language supervision can effectively transfer lin-
guistic information to visual representation via well-
designed proxy tasks such as contrastive learning [38, 26,
54, 31, 25] and generative reconstruction [30, 55]. VLP may
particularly work for medical image analysis since medi-
cal reports are highly likely to be accessible in most situ-
ations. However, jointly pre-training medical images and
reports is still challenging. First, there are typically mul-
tiple sentences in a medical report, and the textual infor-
mation is highly complex [53, 27, 24]. Second, most de-
scriptions in a medical report are exclusively related to spe-
cific sub-regions in the corresponding medical image [32].
Most existing VLP methods tend to ignore fine-grained rep-
resentation and may fail to transfer to locality-aware down-
stream tasks such as semantic segmentation and object de-
tection. Several methods have employed local alignment
losses through contrastive tasks [18, 32, 50]. For exam-

1

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

21361

https://github.com/QtacierP/PRIOR
https://github.com/QtacierP/PRIOR


There is no effusion or pneumothorax.

No effusion or pneumothorax is seen.

No effusion or pneumothorax is observed.

Sentence Prototype 𝒔𝟏 Sentence Prototype 𝒔𝟐 Sentence Prototype 𝒔𝒌

……

Mediastinal contours are clear.

Cardiac silhouette size increases. 

There is no findings about effusion. 

Cardiac silhouette size is enlarged.

The heart size is borderline enlarged.

The heart remains moderate to enlarge.

Cardiac and mediastinal silhouettes are stable.

Mediastinal contours are clear.

Mediastinal contour and hila are remarkable.

Report of Sample 𝒙𝒊 Sentence Prototype Memory Bank

Query

Prototype  Representation
Update

Sentence 𝑀𝑅
𝑖  

Sentence 2

Sentence 1

……

{𝑠2, 𝑠1, …… , 𝑠𝑘}

Figure 1. Illustration of the proposed sentence-wise prototype memory bank. The prototype embedding can group sentences sharing similar
information. Each sentence representation is updated to the nearest prototype after querying.

ple, Huang et al. design a localized feature representation
framework, but it still falls into the global alignment cat-
egory [18]. Wang et al. propose a local contrastive loss
to align locality-aware information [50], but a vanilla con-
trastive loss may easily ignore the similarity among nearby
sub-regions due to their spatial locations and the overlapped
sliding windows in convolution. To address this issue,
Muller et al. employ positiveness probability sampling to
avoid selecting a nearby sub-region as the negative sample
[32]. However, this strategy is computationally heavy and
time-consuming. Moreover, since contrastive learning is a
discriminative SSL paradigm mainly focusing on high-level
features, all those aforementioned methods tend to over-
look low-level features, such as lesion boundaries in images
and symptom descriptions in reports, which are neverthe-
less highly crucial for downstream medical image analysis
tasks.

In this paper, we present a Prototype Representation
framework via joint global and local alignment between
medical Images and repORts (PRIOR), wherein we effec-
tively combine contrastive learning and cross-modality con-
ditional reconstruction. We consider sentence in reports and
sub-region in images as the elementary local representation
units, and the global representation is obtained via atten-
tion pooling over localized features. We propose a cross-
modality alignment module to align representation between
images and reports from both global and local views. To
further learn locality-aware and fine-grained information,
we utilize an encoder-decoder architecture to maximize the
conditional mutual information between paired images and
reports. The reconstruction decoder aims to reconstruct the
masked image given the report and generate the report’s
representation given the image. We make use of the prior
information that descriptions of most medical reports es-
sentially can be summarized by multiple structured labels
[19]. That is, sentence-level feature representation can be
approximated by prototype categorization without any need

to accurately retain redundant information such as syntax.
As shown in Figure 1, each sentence in a report is dis-
cretely embedded as prototype representation. In this way,
the sentence-level representation learning process can be
treated as a classification-like task. Different from the im-
age caption task which predicts each word auto-regressively
[52, 29], sentences in a medical report are usually non-
sequential. Inspired by [3], we use a parallel decoder
to reconstruct sentence prototype embedding via bipartite
matching. We successfully demonstrate the effectiveness of
PRIOR on three challenging datasets for five downstream
tasks, including supervised classification, zero-shot classifi-
cation, image-to-text retrieval, semantic segmentation, and
object detection.

Our main contributions are four-fold:

• We propose a novel cross-modality alignment module
utilizing both global and local information to capture
fine-grained features. Compared with previous works,
our proposed alignment is more effectively operated
on local representation.

• Considering the writing paradigm of a medical report,
we present a prototype memory bank for report’s sen-
tence embeddings. Such discrete representation guides
the linguistic features to further focus on high-level
representation that links tightly to medical images.

• We leverage a conditional reconstruction task for both
vision and language representation, which further fa-
cilitates cross-modality feature interaction and ex-
plores more structural and causal representation.

• PRIOR outperforms existing state-of-the-art (SOTA)
methods on five tasks, including supervised classifi-
cation, zero-shot classification, image-to-text retrieval,
semantic segmentation, and object detection.
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Figure 2. The overall framework of the proposed PRIOR. Given a pair of medical image and report, two independent encoders first encode
each modality into a common embedding space. Then, the cross-modality alignment module aligns both global and local information
between the two modalities. Finally, the cross-modality conditional reconstruction module reconstructs the masked image given the report
and generates the sentence prototypes given the image.

2. Related Work

Self-Supervised Learning. Self-Supervised Learn-
ing (SSL) addresses the dilemma of limited annotated data.
There are two main categories: (1) Contrastive SSL meth-
ods make use of the invariability of the same image under
different augmented views. SimCLR [5] and MoCo [16, 6]
attempt to maintain the invariability by spreading the repre-
sentation of different images (negative samples) apart and
clustering the representation of the same image (positive
sample) together. Recent works have shown specific metric
learning frameworks without any negative sample can out-
perform contrastive learning. Chen et al. propose a simple
siamese representation learning framework with low mem-
ory and computation cost [7]. Several other works also
identify that SSL with no image discrimination could obtain
comparable performance to contrastive SSL [14]. (2) Gen-
erative SSL methods aim to learn data distribution with la-
tent space embedding. Many of them rely on well-designed
proxy tasks, such as colorization [23], image reconstruction
[35, 46], inpainting [36], and so on. Recently, He et al.
present a simple masked image auto-encoder with SOTA
performance by using vision transformers [15].

Vision-Language Pre-training. Vision-Language Pre-
training (VLP) is a specific type of SSL, wherein the self-
supervised task usually relies on cross-modality interac-
tions between visual and linguistic information. One of the
most representative methods is CLIP [38]. It shows that
contrastive learning can transfer rich semantic information
from language supervision to visual representation [13, 9].
However, CLIP only learns coarse-grained representation
and ignores localized information. Recently, many works
have tried to build fine-grained relationships between nat-
ural images and text captions. For example, GLIP con-
verts object detection into a phrase grounding task [26].
Yao et al. propose a VLP framework named FLIP involving

fine-grained interactions, leveraging localized representa-
tion between visual and textual tokens [54]. However, none
of them are specifically designed for pre-training medical
images and reports. Furthermore, GLIP needs annotated
bounding boxes for local alignment. And FLIP only focuses
on the local alignment between coarse-grained sub-regions
and words, which tends to ignore low-level information like
textual structure in images and sentence-wise relation in re-
ports. To capture low-level representation, CoCa adopts an
encoder-decoder architecture for both contrastive learning
and conditional generation [55], but it still cannot deal with
the complex structures in medical reports and the low-level
information in medical images.

Medical Image and Report Pre-training. In recent
years, models that jointly pre-train vision and language for
medical utility have been explored. ConVIRT performs
global alignment through a contrastive loss [57]. On top
of ConVIRT, GLoRIA [18], LoVT [32] and MGCA [50] all
propose their own local alignment mechanisms. GLoRIA
and MGCA consider each keyword in a report as the ele-
mentary local representation unit, but they do not consider
any context across sentences. LoVT aligns sub-regions at
the sentence level. However, it still abandons low-level fea-
tures such as the shape of lesions and detailed symptom de-
scriptions. Inspired by CoCa, we address the issues of ex-
isting medical image and report pre-training methods by in-
troducing a conditional reconstruction task combined with
prototype representation learning.

Prototype Representation Learning. The goal of pro-
totype representation learning is to cluster similar units into
a single embedding. Van et al. show that images could be
represented discretely [47]. And Ramesh et al. prove that
prototype learning works well on cross-modality interac-
tion tasks [40]. For the medical domain, Chen et al. design
a vision-language memory bank for radiology report gen-
eration [10]. Unlike report generation, foundation vision-
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language models still need to preserve low-level visual in-
formation during the pre-training phase, since many down-
stream tasks involve boundaries and lesions. Here, we apply
prototype learning to medical reports’ sentence represen-
tation, converting a continuous sentence embedding space
into a categorical distribution, all the while ensuring the
preservation of structural integrity and fidelity across both
high-level and fine-grained perspectives.

3. Methodology

VLP aims to learn a joint distribution P (XI , XR) over
a group of medical image XI = {x1

I , ..., x
N
I } and report

XR = {x1
R, ..., x

N
R } pairs. Each sample xi consists of an

image xi
I and the corresponding report xi

R.

3.1. Framework Overview

The overall framework is shown in Figure 2. Given a pair
of an image xi

I and a report xi
R, we first input them into two

separate encoders. Then, each sentence embedding is up-
dated by a learnable sentence-wise prototype memory bank
(SPB) for the final linguistic representation. In addition to
standard global contrastive learning, a local alignment mod-
ule (LAM) is introduced to align local representation be-
tween sub-regions and sentences, aided by a cross-modality
attention mechanism. Unlike the common Softmax based
attention module, our proposed Sigmoid based LAM makes
use of the common sense that not all sentences nor sub-
regions are meaningful for cross-modality interaction. A
cross-modality conditional reconstruction (CCR) module is
designed to further leverage fine-grained representation. We
reconstruct the masked image and the sentence prototypes
as guided by the cross-modality representation.

3.2. Image and Report Representation

The image encoder EI encodes each image xi
I into

MI sub-regional representations, formulated as f i,v
LI ∈

RMI×CI , where v is the spatial location index of each sub-
region. The global image representation f i

GI is obtained by
self-attention pooling over localized features [38].

Similarly, the text encoder ER first encodes each re-
port xi

R into token-wise representations. After that, self-
attention pooling is employed to derive M i

R sentence-wise
representations qi,uLR over all tokens in the same sentence,
where u indexes sentences and M i

R is the total number of
sentences in the report. Note that all these localized features
will be updated by a sentence-wise memory bank that will
be described in the next subsection. Different from previous
works that consider the [CLS] token as the global represen-
tation, we gather sentence-wise features via an additional
self-attention pooling operation to serve as the global repre-
sentation f i

GR.

3.3. Sentence Prototype Memory Bank

Normally, each sentence in a medical report identifies
an observation, including symptoms, locations of lesions,
etc. As such, a medical report’s sentences can be treated as
different representations of prototype features. Therefore,
before going through the cross-modality LAM, we update
the report’s representation via a learnable memory bank.
The proposed SPB S ∈ RK×D consists of K representa-
tion prototypes, where D is the dimension of the common
embedding space. The operation of querying the sentence-
wise prototype representation is formulated as

f i,u
LR = sk, k = argmax

j

qi,uLR · sTj
∥qi,uLR∥∥sj∥

, (1)

where qi,uLR is the u-th sentence-wise representation of the
i-th report, and sj denotes the j-th prototype in the memory
bank. We update the sentence-wise representation through
querying SPB. Since Eq. (1) is discrete and not differen-
tiable, we employ the Gumbel-softmax reparameterization
trick [20] based on the querying distribution pK over K
cells. To push the localized representation towards the cen-
tral prototype, an L1 loss is applied to explicitly update the
memory bank, namely

Lproto =
1∑N

i=1 M
i
R

N∑
i=1

Mi
R∑

u=1

∥f i,u
LR − qi,uLR∥1. (2)

3.4. Cross-modality Representation Alignment

Paired image and report usually describe similar seman-
tic information. For further cross-modality alignment, both
global and local representation is projected into a common
embedding space with dimension D via four independent
MLPs. To explicitly align the global representation between
the paired image and report, we maximize their mutual in-
formation. Specifically, we employ the InfoNCE loss [34]
to estimate the lower bound of the mutual information. The
global report-to-image alignment loss is defined as

LI←R
g = − 1

B

B∑
i=1

log
exp(f i

GI · f i
GR

T
/τ1)∑B

j=1 exp(f
i
GI · f

j
GR

T
/τ1)

, (3)

where B is the batch size and τ1 is the temperature param-
eter. Similarly, the global image-to-report alignment loss is
formulated as

LR←I
g = − 1

B

B∑
i=1

log
exp(f i

GI · f i
GR

T
/τ1)∑B

j=1 exp(f
j
GI · f i

GR
T
/τ1)

. (4)

Global alignment focuses on discriminative high-level
features. However, medical image analysis tasks are gen-
erally highly sensitive to fine-grained low-level information
like lesion boundaries. As such, we design an LAM.
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The first step of LAM is to generate cross-modality
attention representation. Specifically, sub-region/sentence
representation is respectively learned by sub-region-
wise/sentence-wise weighted sum. Given that not all sub-
regions/sentences contain meaningful semantic informa-
tion, we do not use the Softmax function which regards
each localized unit as contributing constantly to the cross-
modality representation (i.e., sum of weights is 1). The lo-
cal report-to-image attention-based representation is formu-
lated as

ci,vLI =

Mi
R∑

k=1

σ

(
QIf i,v

LI ·KIf i,k
LR

T

√
D

)
· V If i,k

LR, (5)

where QI , KI and V I are learnable matrices, and σ denotes
the Sigmoid function. Similarly, the local image-to-report
attention-based representation is

ci,uLR =

MI∑
k=1

σ

(
QRf i,u

LR ·KRf i,k
LI

T

√
D

)
· V Rf i,k

LI . (6)

After obtaining the cross-modality attention represen-
tation, we perform local alignment for localized cross-
modality information interaction. For local image-to-report
alignment, the cross-modality representation and the local-
ized linguistic representation of the same sentence are re-
garded as a positive pair, while those from different sen-
tences are negative samples. We observe that different re-
ports may share similar sentence representation. Therefore,
for local alignment we use only sentences from the same re-
port as the negative samples. As such, the image-to-report
local alignment loss is defined as

LR←I
l = − 1

B∑
i=1

M i
R

B∑
i=1

Mi
R∑

u=1

log
exp(f i,u

LR · ci,uLR

T
/τ2)∑Mi

R

k=1 exp(f
i,u
LR · ci,kLR

T
/τ2)

,

(7)
where τ2 is the temperature parameter. For local report-
to-image alignment, we conjecture that nearby sub-regions
contain similar information induced by spatial structure and
overlapping convolutions. It may cause feature collapse if
we consider a positive-like sample as a negative one. There-
fore, we apply the alignment methods proposed in [7], uti-
lizing neither negative pairs in contrastive loss nor prior
sampling strategies in [32]. The report-to-image local align-
ment loss is based on the cosine similarity and gets com-
bined with asymmetrical projection, namely

LI←R
l = − 1

BMI

B∑
i=1

MI∑
v=1

1

2
sim

(
h(f i,v

LI ), S(c
i,v
LI)
)

+
1

2
sim

(
h(ci,vLI), S(f

i,v
LI )
)
,

(8)

where h is an independent MLP head, S is the stop-gradient
operation, and sim denotes the cosine similarity. Finally, the
total cross-modality representation alignment loss is

Lalign = LI←R
g + LR←I

g + LI←R
l + LR←I

l . (9)

3.5. Cross-modality Conditional Reconstruction

Both global and local alignments concentrate on high-
level features but are likely to ignore low-level information.
To address this issue, we introduce a cross-modality condi-
tional reconstruction task aiming to recover low-level infor-
mation based on cross-modality interaction.

We consider two reconstruction tasks: masked image re-
construction and sentence prototype generation. We ran-
domly zero out 50% image features via dropout. Then
we concatenate the masked image features f̂ i

LI and the un-
masked cross-modality features ciLI . To reconstruct the im-
age, a lightweight decoder DI is applied. The reconstruc-
tion loss of the masked image is presented as

Lir =
1

NMI

N∑
i=1

∥DI

(
cat(f̂ i

LI , c
i
LI)
)
− xi

I∥1, (10)

where cat is the concatenation operation, f̂ i
LI represents the

masked feature map, and ciLI denotes the cross-modality
feature map.

For reconstructing the report information, we follow an
encoder-decoder architecture and apply a cross-attention
mechanism [49] to interact with visual features. Inspired
by [3], parallel decoding is used to generate the sentence-
wise prototypes. We employ U learnable embeddings (we
call prototype queries) to generate different predicted pro-
totypes in the decoder. If the number of sentences M i

R is
smaller than U , we pad the sentence embeddings with zero
prototype ∅. Since the sentences in a report are not neces-
sarily sequential, which means the decoding process should
be permutation invariant, we apply the Hungarian algorithm
[22] to identify the optimal prediction-label pair σ̂ in the
matching space SU . We consider the L1 distance as the
matching cost to perform bipartite matching

σ̂ = argmin
σ∈SU

N∑
i=0

Mi
R∑

u=0

∥si,u − q̂σ(i,u)∥1, (11)

where si,u is the ground truth prototype and q̂σ(i,u) is the
predicted querying embedding that matches index σ(i, u).
After deriving the optimal matching pairs, we apply Eq. (1)
to obtain the predicted prototype ŝσ(i) based on the pre-
dicted distribution qK .

The loss function for sentence prototype prediction has
three components. The first term is the L1 distance between
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the predicted querying embedding and the target prototype

Lq =
1∑N

i=1 M
i
R

N∑
i=0

Mi
R∑

u=0

∥si,u − q̂σ(i,u)∥1. (12)

The second term focuses on distribution consistency,
namely the KL divergence between the querying distribu-
tion pK and the predicted distribution qK

Lkl = DKL(qk∥pk). (13)

The last term is similar to that in the global alignment. We
first obtain the predicted global report representation piGR

via self-attention pooling over predicted prototypes pLR.
Then a global prediction alignment loss aiming to align the
predicted global representation and the realistic global re-
port representation is formulated as follows

Lgpa = −
B∑
i=1

log
exp(f i

GR · piGR
T
/τ3)∑B

j=1 exp(f
j
GR · piGR

T
/τ3)

. (14)

Finally, the overall loss for the cross-modality conditional
reconstruction is

Lrecon = Lir + Lq + Lkl + Lgpa. (15)

3.6. Loss

The overall loss function of the proposed PRIOR con-
tains the following terms: the cross-modality representation
alignment loss Lalign, the SPB updating loss Lproto and the
cross-modality conditional reconstruction loss Lrecon. We
optimize these terms jointly via a weighted sum

L = Lalign + λprotoLproto + λreconLrecon, (16)

where λproto and λrecon are hyper-parameters.

4. Experiments
4.1. Datasets

MIMIC-CXR [21]. We pre-train all SSL and VLP
methods on version 2 of MIMIC-CXR, which contains
377110 X-ray chest images and 227827 corresponding re-
ports. Because downstream tasks all employ frontal-view
images, we remove all lateral-view images. Additionally,
we abandon short reports containing fewer than four sen-
tences, ending up with 182475 image-report pairs.

RSNA Pneumonia Detection [43]. The RSNA Pneu-
monia Detection dataset contains more than 30000 X-ray
chest images. All data have image-level pneumonia clas-
sification and bounding-box pneumonia detection labels.
Therefore, we utilize the RSNA dataset for two down-
stream tasks: supervised classification and object detec-
tion. For the classification task, we split the dataset by

81.32

85.12

86.02 86.03 86.16

81.7

84.68

85.17 85.17 85.13

81.00

83.00
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Figure 3. Partial fine-tuning results on 1% CheXpert. The number
of blocks for fine-tuning increases from left to right. Fine-tuning
with 0 block is equivalent to linear evaluation, while fine-tuning
with 4 blocks is equivalent to full fine-tuning.

60%/20%/20% for training/validation/testing. For the ob-
ject detection task, we only use the pneumonia samples (a
total of 6012) through five-fold cross-validation.

SIIM-ACR Pneumothorax. SIIM-ACR Pneumoth-
orax contains 12954 X-ray chest images, together with
image-level pneumothorax annotation and pixel-level seg-
mentation mask if pneumothorax exists. We use them for
downstream supervised classification and semantic segmen-
tation. For the classification task, we split the dataset by
60%/20%/20% for training/validation/testing. For the seg-
mentation task, we only use the pneumothorax samples (a
total of 2669) through five-fold cross-validation.

CheXpert. [19] CheXpert contains more than 220000
X-ray chest images. Each image is labeled for five inde-
pendent diseases. And thus the downstream task for this
dataset is multi-label classification. We split the training set
by 80%/20% for training/validation and use the official val-
idation set for testing. Similar to that in GLoRIA [18], we
create a sub-set (named CheXpert 5x200) from the train-
ing set of CheXpert for zero-shot classification and image-
to-text retrieval, including 200 exclusively positive samples
from each disease.

4.2. Implementation Details

Following previous works, we use the BERT model pre-
trained by ClinicalBERT [1]. For image feature encoding,
we apply ResNet50 [17] as the backbone. We resize all im-
ages into 224× 224, and all reports are padded or truncated
to have a fixed length of 256 tokens. We choose 768 to be
the common latent dimension D. The SPB size K is set as
512. The temperature coefficients τ1, τ2, and τ3 are all set as
0.01. The loss weight coefficients are set as λrecon = 1 and
λproto = 10. The overall framework is trained with a batch
size of 128 for 100 epochs. The learning rate is initialized
as 1e− 5 and decays following a cosine policy.

4.3. Evaluation Experiments

We compare our method with several widely-used ini-
tialization methods, including three image-level SSL meth-
ods (MoCo, MoCoV2, SimCLR), five medical VLP meth-
ods (ConVIRT, GLoRIA, BioViL, LoVT, MGCA), and Im-
ageNet pre-training. All SSL and VLP methods are re-
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Table 1. Supervised classification results by fine-tuning on three downstream datasets. All methods are trained on different portions of the
training set from 1% to 100% and evaluated by AUC-ROC. Each value is the average of five runs. The best results are highlighted in bold
and red, and the second-best results are highlighted in blue. Underline indicates that there is no statistically significant difference between
the PRIOR and the best other method.

Init. Methods RSNA SIIM CheXpert

1% 10% 100% 1% 10% 100% 1% 10% 100%

Random Init. 56.42 ± 2.79 57.62 ± 3.27 83.63 ± 0.27 55.41 ± 1.72 57.83 ± 0.60 80.63 ± 0.55 52.96 ± 3.52 73.37 ± 0.68 75.12 ± 0.35
ImageNet Init. 80.27 ± 0.71 81.85 ± 0.46 88.01 ± 0.13 78.33 ± 1.79 82.88 ± 0.37 88.41 ± 0.41 77.57 ± 1.13 82.94 ± 0.91 87.08 ± 0.37

MoCo [16] 82.33 ± 0.47 85.22 ± 0.11 87.90 ± 0.09 75.49 ± 0.29 81.01 ± 0.67 88.43 ± 0.24 78.00 ± 0.62 86.27 ± 0.30 87.24 ± 0.05
MoCoV2 [6] 83.07 ± 0.49 85.88 ± 0.28 88.60 ± 0.07 77.10 ± 0.49 81.12 ± 0.64 90.72 ± 0.21 79.64 ± 0.53 86.04 ± 0.23 87.44 ± 0.27
SimCLR [5] 80.18 ± 2.78 84.60 ± 0.12 88.07 ± 0.11 74.97 ± 2.17 83.21 ± 0.49 88.72 ± 0.28 67.41 ± 2.74 86.74 ± 0.36 87.97 ± 0.22

ConVIRT [57] 84.17 ± 0.77 86.92 ± 0.13 88.74 ± 0.36 84.17 ± 0.77 85.66 ± 0.45 91.50 ± 0.08 85.02 ± 0.28 87.58 ± 0.53 88.21 ± 0.46
GLoRIA [18] 84.12 ± 0.47 86.83 ± 0.53 89.13 ± 0.12 85.05 ± 1.62 88.51 ± 0.78 92.11 ± 0.18 83.61 ± 0.52 87.40 ± 0.39 88.34 ± 0.12
BioViL [2] 81.95 ± 0.29 85.37 ± 0.61 88.62 ± 0.14 79.89 ± 1.06 81.62 ± 2.37 90.48 ± 0.14 80.77 ± 1.26 87.56 ± 0.16 88.41 ± 0.51
LoVT [32] 85.51 ± 0.36 86.53 ± 0.54 89.27 ± 0.13 85.47 ± 0.85 88.50 ± 0.76 92.16 ± 0.36 85.13 ± 0.48 88.05 ± 0.15 88.27 ± 0.07
MGCA [50] 85.80 ± 0.68 87.66 ± 0.21 89.30 ± 0.16 86.10 ± 0.31 89.68 ± 0.09 92.04 ± 0.09 85.63 ± 0.33 87.65 ± 0.33 88.30 ± 1.48
PRIOR (ours) 85.74 ± 0.36 87.08 ± 0.19 89.22 ± 0.17 87.27 ± 0.39 89.13 ± 0.11 92.39 ± 0.23 86.16 ± 0.64 88.31 ± 0.20 88.61 ± 0.29

trained on the MIMIC-CXR dataset with their official im-
plementations and default hyper-parameters. ConVIRT ap-
plies only a global alignment loss, and may not perform
well on locality-aware downstream tasks. GLoRIA, LoVT
and MGCA are three SOTA VLP methods targeting medi-
cal images and reports with well-designed local alignment
losses, While BioViL designs an improved language model
for more high level clinic features.

All compared methods are evaluated on five downstream
tasks, including supervised classification, zero-shot classifi-
cation, image-to-text retrieval, semantic segmentation, and
object detection. For zero-shot classification and image-
to-text retrieval, we compare with GLoRIA and ConVIRT
which present prompt engineering in their original papers.
Although most of the existing methods perform linear eval-
uation, similarly to [15], we conduct a partial fine-tuning
evaluation on CheXpert with 1% training data, updating
only the last several residual blocks in ResNet50. We ob-
serve that the linear evaluation performance is not strictly
keeping in line with the fine-tuning performance, as clearly
shown in Figure 3. Additionally, if we unfreeze only the
last block, the performance significantly increases, which
agrees with previously-reported results [15]. Linear eval-
uation cannot well deal with non-linear features which are
nevertheless critical for downstream tasks. Therefore, we
only report the fine-tuning results.

4.4. Results on Classification

We conduct supervised classification experiments on
RSNA, SIIM, and CheXpert respectively. AUC-ROC is em-
ployed as the evaluation metric. Table 1 shows that all
VLP methods outperform image-level SSL methods and
ImageNet initialization. Collectively, PRIOR achieves the
best results, especially on SIIM and CheXpert with dif-
ferent training data sizes. Even though ConVIRT, GLo-
RIA, BioViL and LoVT have leveraged semantic represen-
tation from large-scale report supervision, they may have
ignored the clinical paradigm relation between images and

reports, the relation of which is successfully modeled by
our proposed SPB. MGCA conducts disease-level align-
ment and performs well on the RSNA dataset, but it ne-
glects sentence-level clinical information which is neverthe-
less crucial for complex downstream tasks like multi-label
classification on CheXpert.

To analyze the quality of the cross-modality represen-
tation, we measure the zero-shot classification performance
on CheXpert 5x200. We use models pre-trained on MIMIC-
CXR to predict the labels of CheXpert. We compare PRIOR
with two VLP methods, namely ConVIRT and GLoRIA, on
the zero-shot classification task. For generalization, we em-
ploy the simplest prompt engineering strategy without any
heavy ad-hoc design. The prediction is given by measur-
ing the similarly between the predicted image and prompts.
We take the sum of the global alignment loss and the cross-
modality local attention as the similarity. As shown in Ta-
ble 2, neither ConVIRT nor GLoRIA can capture correla-
tive semantic information with simple prompt engineering.
PRIOR attains the best zero-shot classification results, sug-
gesting it can effectively transfer knowledge from linguistic
supervision to vision domain.

4.5. Image-to-text Retrieval

We conduct image-to-text retrieval experiments on the
CheXpert 5x200 dataset. Since the reports in CheXpert
are inaccessible, we randomly select 1000 reports from
MIMIC-CXR with exclusive 200 samples for each of 5 dis-
eases. We measure the performance using Precision@K to
check if the retrieved report matches the query image label.
Our results in Table 3 demonstrate that PRIOR significantly
outperforms both GLoRIA and ConVIRT.

4.6. Results on Segmentation and Detection

We examine the contribution of the local representation
through the semantic segmentation task. We use U-Net [42]
as the segmentation architecture. Table 4 presents the re-
sults of all methods on the SIIM dataset. Since GLoRIA,

21367



Table 2. Zero-shot classification results on CheXpert 5x200.

VLP Methods CheXpert Zero-shot Classification
Accuracy F1-Score Precision

ConVIRT [57] 21.30 19.03 17.65
GLoRIA [18] 23.20 15.79 44.01
PRIOR (ours) 34.90 30.56 35.88

Table 3. Image-to-text retrieval results on CheXpert 5x200.

VLP Methods CheXpert Image-to-text Retrieval
Prec @ 1 Prec @ 2 Prec @ 5 Prec @ 10

ConVIRT [57] 20.3 19.8 19.7 19.9
GLoRIA [18] 29.3 29.0 27.8 26.8
PRIOR(ours) 40.2 39.6 39.3 38.0

Table 4. Semantic segmentation results by fine-tuning on SIIM.
All methods are trained on different portions of the training set
from 1% to 100% and evaluated by Dice. Underline indicates that
there is no statistically significant difference between the PRIOR
and the best other method.

Init. Methods SIIM Segmentation
1% 10% 100%

Random Init. 6.59 ± 0.40 16.61 ± 1.44 38.25 ± 0.90
ImageNet Init. 14.92 ± 3.38 25.26 ± 3.04 45.07 ± 0.87
MoCo [16] 17.66 ± 2.14 27.81 ± 2.19 41.18 ± 1.53
MoCoV2 [6] 18.19 ± 3.35 28.57 ± 2.92 44.01 ± 1.36
SimCLR [5] 16.55 ± 2.27 23.36 ± 0.66 40.62 ± 0.69
ConVIRT [57] 18.48 ± 2.43 27.32 ± 2.60 41.72 ± 0.69
GLoRIA [18] 18.78 ± 2.85 33.55 ± 2.14 45.46 ± 1.69
BioViL [2] 18.13 ± 1.67 27.78 ± 1.10 45.54 ± 1.14
LoVT [32] 18.81 ± 1.04 32.68 ± 0.95 44.65 ± 1.36
MGCA [50] 18.84 ± 2.37 33.54 ± 1.89 45.39 ± 1.35
PRIOR (ours) 20.43 ± 2.20 34.81 ± 1.60 46.01 ± 1.03

LoVT, MGCA and the proposed PRIOR consider localized
feature representation during the pre-training phase, all of
them outperform other methods. Among all the five med-
ical image and report VLP methods, PRIOR achieves the
most superior performance, especially with limited train-
ing data. A plausible reason is that PRIOR learns detailed
locality-aware information via conditional reconstruction.

To further evaluate the effectiveness of our proposed
method, we conduct object detection on the RSNA dataset.
We use Faster R-CNN [41] as the detection architecture.
Table 5 presents the performance comparison results on
RSNA. We observe that some SSL methods outperform
VLP methods, and we conjecture it is because medical re-
ports may be incapable of precisely providing pneumonia
information, which is consistent with the original motiva-
tion of building the RSNA dataset [43]. With that being
said, our proposed PRIOR still outperforms all other meth-
ods, successfully establishing its effectiveness.

4.7. Ablation Study

This section presents the ablation study results of PRIOR
under the 1% SIIM dataset setting for supervised classifi-
cation and semantic segmentation. We compare the per-
formance of the following variants: (1) Baseline, which

(a) (b)

Figure 4. Representative cross-modality attention maps. (a) The
related sentence is “increased bibasilar opacities are combination
of increased bilateral pleural effusions and bibasilar atelectasis”.
(b) The related sentence is “unchanged normal size of the cardiac
silhouette ”.

only uses global alignment; (2) Baseline+LAM, which
uses both global alignment and local alignment; (3) Base-
line+LAM+CCR, which uses global alignment, local align-
ment and cross-modality conditional reconstruction; (4)
Baseline+LAM+CCR+SPB (proposed PRIOR), which uses
global alignment, local alignment, cross-modality condi-
tional reconstruction, and sentence prototype memory bank.
Note that variant (3) reconstructs only the masked image
because the sentence-level representation is not categorized
and unavailable without SPB. Table 6 tabulates the abla-
tion study results, demonstrating all components are essen-
tial for extracting both global and local features.

4.8. Visualization of Cross-modality Attention

We visualize the cross-modality attention map to show
the effectiveness and interpretability of the proposed
PRIOR. Given an image and a corresponding sentence, we
first obtain the cross-modality attention map by Eq. (5).
Then, we visualize the attention map by resizing it to the
same size as the image and superimposing it on top of the
image. Figure 4 presents two examples to illustrate that
the proposed attention module can detect correlative re-
gions given a sentence. For example, the heatmap in Figure
4a highlights the abnormal regions precisely, aligning well
with the report. Figure 4b also correctly detects the heart
location.

4.9. Visualization of Feature Representation

To assess the quality of the feature representation from
the proposed method, we utilize t-SNE [48] to visualize the
high-level embeddings from the last layer of the image en-
coder on CheXpert 5x200. Apparently, results from the pro-
posed method exhibit a clustering pattern more evidently,
while results from other methods are more isotropic and ho-
mogeneous and fail to distinguish different categories.

4.10. Compared to generalized medical model

Recently, notable contributions have emerged in the
form of substantial multi-modal medical datasets [56, 28].
One may wonder whether a domain-generalized large-scale
dataset can bring significant improvements over a small-
scale but single-modality dataset. In this context, we com-
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Table 5. Object detection results by fine-tuning on RSNA. All
methods are trained on different portions of the training set from
1% to 100% and evaluated by mAP(0.5:0.95). - means the
method’s mAP is lower than 0.1. Underline indicates that there
is no statistically significant difference between the PRIOR and
the best other method.

Init. Methods RSNA Object Detection
1% 10% 100%

Random Init. - 2.66 ± 1.34 18.99 ± 1.36
ImageNet Init. - 7.85 ± 2.68 21.16 ± 1.94
MoCo [16] - 16.25 ± 1.96 21.00 ± 2.00
MoCoV2 [6] 0.19 ± 0.22 18.45 ± 1.75 21.65 ± 2.10
SimCLR [5] - 14.00 ± 1.96 21.76 ± 1.93
ConVIRT [57] - 18.80 ± 2.79 21.28 ± 1.65
GLoRIA [18] - 17.95 ± 1.37 21.37 ± 1.07
BioViL [2] - 19.11 ± 1.13 19.50 ± 0.97
LoVT [32] - 17.46 ± 2.21 21.80 ± 2.75
MGCA [50] - 19.10 ± 1.83 21.33 ± 1.63
PRIOR (ours) 0.20 ± 0.27 19.61 ± 1.93 22.20 ± 1.58

Table 6. Ablation results of the proposed method on 1% SIIM.
LAM denotes the local alignment module, CCR denotes the cross-
modality conditional reconstruction and SPB denotes the sentence
prototype memory bank.

Components 1% SIIM Classification 1% SIIM Segmentation
LAM CCR SPB

82.01 ± 2.21 17.88 ± 1.24
✓ 84.86 ± 0.65 18.70 ± 2.33
✓ ✓ 85.80 ± 0.86 19.33 ± 2.22
✓ ✓ 86.81 ± 0.47 19.87 ± 2.03
✓ ✓ ✓ 87.27 ± 0.39 20.43 ± 2.20

PRIORLoVTMGCAGLoRIA

Cardiomegaly Consolidation Edema Pleural EffusionAtelectasis

Figure 5. t-SNE visualization of the high-level embeddings from
the last layer of the image encoder on CheXpert 5x200.

pare our proposed PRIOR with one of the large-scale mod-
els, namely BioMedCLIP [56]. Since BioMedCLIP is pre-
trained on a million-scale dataset with a ViT backbone, it is
unfair to compare PRIOR with it. Still, our PRIOR achieves
comparative or even superior performance; e.g. 89.22% vs.
89.54% on RSNA classification, 88.61% vs. 87.97% on
CheXpert classification and 30.56% vs. 22.78% (F1-Score)
on zero-shot CheXpert 5x200 classification (PRIOR vs.
BioMedCLIP). Notwithstanding the comprehensive clini-
cal insights harnessed by large-scale multi-modal datasets,
there remain instances wherein a model specialized for a
particular modality maintains a competitive edge in han-
dling intricate scenarios.

5. Conclusion

In this paper, we have explored fine-grained represen-
tation learning from paired medical images and reports.
We present a cross-modality alignment strategy by learn-

ing from both global and local information. A sentence-
wise prototype memory bank is proposed to translate clini-
cal descriptions into categorical representations and cluster
similar clinical conditions. Based on the prototype memory
bank, a cross-modality conditional reconstruction module
is designed to reconstruct masked images and missing sen-
tence prototypes through cross-modality interaction, facili-
tating low-level representation learning which is crucial for
locality-aware downstream tasks. Extensive experiments on
five downstream tasks demonstrate the effectiveness of the
proposed method.
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