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Abstract

In recent years, depth recovery based on deep net-
works has achieved great success. However, the existing
state-of-the-art network designs perform like black boxes
in depth recovery tasks, lacking a clear mechanism. Uti-
lizing the property that there is a large amount of non-
local common characteristics in depth images, we propose
a novel model-guided depth recovery method, namely the
DC-NLAR model. A non-local auto-regressive regular term
is also embedded into our model to capture more non-local
depth information. To fully use the excellent performance
of neural networks, we develop a deep image prior to better
describe the characteristic of depth images. We also intro-
duce an implicit data consistency term to tackle the degen-
erate operator with high heterogeneity. We then unfold the
proposed model into networks by using the half-quadratic
splitting algorithm. This proposed method is experimented
on the NYU-Depth V2 and SUN RGB-D datasets, and the
experimental results achieve comparable performance to
that of deep learning methods.

1. Introduction

Dense depth recovery from sparse depth maps is crucial
for various applications, including human-computer inter-
action [23]], scene reconstruction [24], augmented realities
[14]] and autonomous driving. Therefore, depth recovery is
currently a significant research area in the field of computer
vision. Accurate depth maps have been shown to provide
necessary 3D information for many computer vision tasks,
including semantic labeling [19} [32]], robot navigation [9],
3D reconstruction [27, 21], and so on. While high-quality
texture information is easily captured by modern color cam-
eras, the acquisition of depth information remains a chal-
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Figure 1. Examples of indoor depth maps. (a) the sampled points
of the original depth map collected by the NYU dataset; (b) the
complete depth map by our model; (c) the pseudo depth map from
the SUN RGB-D dataset [31]; (d) the corresponding depth recov-
ery result of our model.

lenging task under realistic conditions. Although some
sensors can directly acquire depth information for indoor
scenes, they often suffer from reflection and missing pixels
on transparent surfaces, leading to inaccurate depth maps.
Therefore, the estimation of the missing depth information
for sparse depth maps has been extensively studied. In con-
trast to depth images, rgb images provide rich color and tex-
ture information. As a result, rgb images corresponding to
depth maps are often utilized to guide depth recovery.

By the different starting points, they can be divided into
two major categories: traditional model-based methods and
data-driven methods. Among the early model-based depth
recovery methods, Dong et al. [7] proposed a unified vari-
ational method that incorporates joint local and non-local
regularization. Xue et al. [39] proposed a low gradient reg-
ularization to improve the excessive and spurious details in
the restored region, which commonly arise from the low-
rank method. This approach enables better characterization
of depth images with sparse gradients. Yuan et al. [25] used
non-local low rank to model the global similarity structure
between depth blocks and combined it with Total variation
(TV) [2] to capture the correlation between local depth pix-
els. These methods transform the depth recovery problem
into a mathematical optimization problem that can make
full use of the essential information of the image.

The advancements in deep learning, as evidenced by re-
cent studies [4, [15, [18 29, |41]], have showcased the effec-
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tiveness of deep learning models in various tasks. Simi-
larly, convolutional neural networks (CNNs) have emerged
as powerful tools for depth recovery tasks. Early methods
estimated dense depth directly from rgb images and sparse
depth images. Ma [20] proposed an encoder-decoder struc-
ture to recover dense depth maps from sparse depth maps,
guided by rgb images. This work highlights the significance
of CNNs in the realm of depth restoration tasks. However,
the dense depth maps predicted by previous methods often
suffer from inaccuracies. To further generate finer and com-
plete depth maps, a lot of work has emerged recently. Wang
et al. [35] proposed an end-to-end GAN-based network that
effectively integrates the original depth maps and rgb im-
ages to efficiently obtain accurate depth estimates.

Although CNNs have achieved excellent performance
in depth recovery tasks, they often overlook the specific
characteristics of depth images. On the other hand, tra-
ditional model-driven approaches attempt to transform the
tasks into mathematically interpretable problems. However,
they heavily depend on manually designed parameters dur-
ing the solution process, which may not guarantee the dis-
covery of an optimal solution. In our task, the challenge
lies in recovering the complete depth map from sparse raw
depth data using a random selection of a few hundred depth
samples or the incomplete original depth map, as shown in
Fig.[I] Considering its sparsity and similarity, we propose a
deep unfolding model that combines traditional mathemati-
cal models with deep networks, and the contributions of our
work can be summarized as follows:

e We first propose a deep unfolding model applied to
the depth recovery tasks, which integrates the advan-
tages of traditional mathematical models with CNNs to
learn more generalized prior information about depth
images. To enhance the global understanding of depth
images, a non-local auto-regressive regularization term
is introduced into our model. This term facilitates the
recovery of the depth map by leveraging similarities
among depth patches.

e We derive an alternate optimization algorithm for each
variable to optimize this model, and then unfold the it-
erative algorithm into a deep network. Specifically, as
the degenerate operator with highly global heterogene-
ity, we develop a convolutional network to build data
consistency term and further integrate it with a gradi-
ent descent process.

e Our proposed method has experimented on the NYU-
Depth V2 and SUN RGB-D datasets, and the exper-
imental results achieve comparable performance with
deep learning-based methods, demonstrating its effec-
tiveness and availability in terms of performance for
depth recovery tasks.

2. Related Work

The process of image recovery estimates an unknown
image = from its degraded observation y, which can usu-
ally be represented by:

y= Az +n, (1)

where n denotes the additive noise and A denotes the degra-
dation matrix associated with an image degradation system,
which can express different image restoration problems due
to different settings of A such as denoising problems with
an identical matrix, super-resolution problems with a sub-
sampling matrix/operator. Accordingly, model-based im-
age restoration can be formulated into the following least
squares optimization problem:

minlly — Az[[5 + AR(x), )

where y is the initial input image, x is the recovered image,
A is the balance parameter. R(z) is a regularization term,
such as total variation (TV) [25]], Gaussian mixture model
(GMM) [10], K-SVD [l1]], and BM3D [6]. At the same time,
implicit regularization terms are also very popular, which
are often represented as implicit denoising prior or as prior
information about the sparse depth in depth recovery. The
choice of the implicit regularization term reflects different
ways of combining prior knowledge about the unknown es-
timated image x.

To solve the above problem, the half-quadratic splitting
(HQS) method [13]] converts it into an equivalent bivariate
problem:

. 2 B 2
minlly — Azl + AR(:) + Slle 2B, )
where z is an intermediate variable and [ is a hyperparame-
ter that will increase as the iterative process proceeds. This
can be achieved by transforming Eq. (3) into an iteration

that solves the following two steps:
2P = arg min§||xk —z||5 + AR(2), 4)

B

24 = argminlly — Az|3 + ClJz — B 5)
xT

The implied prior term R(-) indicates the properties of
the image, such as sharpness, completeness of restoration,
etc. In some deep unfolding methods for image restoration,
including image denoising [38l 33]], image super-resolution
[26], image deblurring [8]], and video restoration [22], the
deep CNN is used as a regularizer in each step, which im-
plicitly learns the deep image prior as in Eq. (). The fun-
damental concept behind deep unfolding networks is that
the traditional iterative soft thresholding algorithm (ISTA)
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Figure 2. Illustration of the NLAR Module - a non-local extension
of classic auto-regressive (AR) model for depth images.

used in sparse coding can be equivalently represented by
a series of recurrent neural networks [37]]. Building upon
this idea, Gong et al. [[11] introduced a learning-based ap-
proach to train a general gradient descent optimizer, con-
structing a recurrent gradient descent network (RGDN) for
image denoising. Another related work by Fang et al. [8]
introduced a kernel error term to validate the given blurring
kernel, typically estimated from the observed image. They
also incorporated a deep learning denoiser prior to preserve
fine textures in the recovered image.

Although the image recovery model has a wide range of
applications in natural image reconstruction, it has restric-
tions on accurately recovering depth information due to the
high sparsity of the input. Note that these above models
are designed to extract the local feature, which pays less
attention to the area with similar information. As shown in
Fig. 2] we can observe that there are many non-local regions
with similar depth information in the depth image. There-
fore, a reasonable global prior urgently needs to be intro-
duced to recover more non-local information and structure.

3. Proposed Method

In this section, we present the DC-NLAR model, which
incorporates a non-local auto-regressive regularization term
into the traditional image degradation model. Additionally,
we employ a deep unfolding strategy to effectively solve the
formulated model problem for depth image recovery.

3.1. Non-Local Auto-Regressive Module

The basic idea of the non-local auto-regressive (NLAR)
model is to extend the traditional auto-regressive (AR)
model by redefining the neighborhoods. For a given patch
x;, the model seeks its sparse linear decomposition over a
set of non-local (rather than local) neighborhoods. The fol-
lowing representation is available:

iy wlal, (©6)
J

where xZ denotes the j-th similar patch found in the non-
local neighborhood, and these j similar patches together
form all patches with similar structures to patch z;.

The uzf in the above equation denotes the auto-regressive
coefficient of the j-th similar patch in the non-local neigh-
borhood of patch x;, and we can represent the non-local
auto-regressive model of image x in the following way:

xS @)

The matrix S in the non-local auto-regressive model is
expressed as follows:

J
wy ,
Sij = {0’1

Calculating similarity among the non-local neighbors in
Eq. (@) can be implemented by NLAR module [36]. The
output of NLAR (Sz) is expressed by:

v, [ (@i, x5)g(x;)
Szt = )
Zv]' f(‘rzv xj)
where f(-,-) is the function to calculate the similarity be-

tween x; and z;. The following Gaussian function is used
in [36] to define the similarity function f:

if xz 18 a nonlocal neighbor of x;; @)

otherwise.

€))

flaia;) = 6(9(2?1:)%5(-”69‘))7 (10)

where ¢(x} ) = Wyzk . 0(xF) = Woal, g(a;) = Wyz;
and Wy, Wy, W, are the weight matrices, which are learned
by convolutional networks represented by 6, ¢, and g in Fig.

@ Then the NLAR model can be written as follows:
Enpar(@) =Y llwi— > Si;zl[3. (11)
i J

Since depth images usually contain rich repetitive depth
information, non-local similarity has been shown to be ef-
fective in recovering hard-to-recover depth information lost
in depth recovery models, such as black objects, car glass,
etc.

3.2. Model Proposal and Optimization

Inspired by the NLAR model, we develop a novel depth
recovery model by coupling the NLAR regularization term
with the image degradation model, which is expressed as:

minly — Az[[5 + AR(z) + BEnpar(z),  (12)

where A is the degenerate operator, the sparse depth map is
the degradation (with non-uniform downsampling) of dis-
tance projection, which makes the problem of depth recov-
ery unique. R(z) is an implicit prior. To learn more gen-
eral prior for x, it is better to set the implicit prior cap-
tured by the neural network parametrization. As has been
mentioned above, the problem (12)) can be optimized by the
HQS method, which gives the following iteration solution:

2P = arg min%“xk —z||5 + AR(2), (13)
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Figure 3. The overall architecture of the proposed network. The initial sparse depth "~ and the corresponding rgb images are input, and
the model goes through four associated modules in each round of iteration: Recovery module, DC module, NLAR module, and Recon
Module, and the recovered depth x* of this round is input to the next round, so that the final predicted depth z is obtained after T" rounds

of iteration.

b i

L = argmin\|y—AxH§+ﬁENLAR($)+%||37_z
x

(14)
Inspired by the effectiveness of end-to-end networks in
image restoration tasks, using the efficient learning ability
of deep CNNs, a neural network module is used to solve
the implicit regularization term in subproblem (13), which
can be better guided by the corresponding rgb images to
recover more accurate depth values. Thus, the solution of
the z-subproblem can be expressed as:

2" = Recovery Module(rgb, z*). (15)

While Eq. (T4) can be viewed as the least squares opti-
mization problem, it is solved in an approximate form. Let
f(x,y) = ||y— Az||3, then the explicit solution of 2**! can
be performed directly using the single step gradient descent
method:

e = o — 5[y f + B(ah — ST Ay (aF — A

= Axk 4 58S 4 5y2F Y — 5, f(2F,y),
(16)

where A = (I — 63 — &), and 6, 3,y are hyperparameters.

Since depth recovery is different from the general im-
age restoration problem, the degenerate operator A has high
complexity, whereas the super-resolution, image denoising,
and other problem images are spatially uniformly sampled.
Thus, with a high heterogeneity degenerate operator A, we

can take full advantage of the deep networks to efficiently
learn the data fidelity term. To better model the physical
generation mechanism, we replace v/, f (z*, y) by a nested
network F(z*,y,©,). Therefore, Eq. (T4) can be written
as follows:

o = Agh 4 5BSFTE 4 5y T — GF (2%, y, 0,).
(17)

where O, is the parameter in the network. Note that with-
out missing the interpretability, a data-driven strategy is
adopted to predict the gradient of the data fidelity term to
acquire better performance.

3.3. Designs of the Network

As mentioned earlier, the subproblems with implicit
prior terms can be solved with deep unfolding networks.
In general, we employ an altered encoder-decoder structure
as the backbone of our module in this paper. As shown in
the Recovery Module of the Fig. [3] a variant U-Net is used
to solve Eq. (13) with the input initial sparse depth image
and the corresponding rgb image to guide the recovery of
the sparse depth, using a network with an encoder-decoder
structure, where each layer is a convolution of 3 x3 kernel.
The channels at the encoder stage are increased from 64 to
2048, which are doubled while the size is downsampled to
% of the original size at the same time. Relatively at the de-
coder stage, the channels are restored from 2048 to 2 while
upsampling to the original size, and the final output is the
restored depth map.
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Figure 4. The architecture of the NLAR Module which designed
for computing the similarity of a given image. ¢ denotes the chan-
nel of the input feature map [36]. ”®” denotes matrix multiplica-
tion. ’@®” denotes element-wise sum. We calculate the p x p block
centered at position i. ¥ denotes the k-th similar patch found in
the non-local neighborhood, and x’f p is the center of the patch that
calculates the similarity with z¥. 6, ¢, and g represent convolu-
tional networks to learn the weight matrices Wy, Wy, and W,.

The NLAR module corresponds to the expansion of the
NARM matrix S into a network implementation. Based
on the observation that natural images usually contain rich
repetitive structures, non-local similarity shows effective-
ness for recovering missing low-frequency information in
sparse depth maps. In model-based implementations, find-
ing similar patches is often computationally problematic, as
nearest neighbor search is an NP-hard problem [16]. In con-
trast, computing non-local relations between image patches
can be efficiently implemented in parallel by non-local neu-
ral networks. Inspired by the design of non-local operations
and their application in image restoration, we design a fast
non-local operation module for computing the NARM ma-
trix S. Fig. [4] shows the block diagram of the implementa-
tion of the non-local operation designed for computing the
similarity of a given image.

It is worth noting that the data fidelity term we built in the
previously introduced model F(x*,y,©,) using a simple
4-layers convolutional network module to compensate for
the highly heterogeneous nature of the degenerate operator
A, which corresponds to the DC module in Fig. |3l Input z*
into the network after concatenating it with the initial x°.
Through the four layers network, the change of channel is
2-32-32-1. Each layer of the network contains Convolution,
BatchNorm2d, and ReLU nonlinearity.

The solution of Eq. is represented by Recovery
Module in the network structure. The zF*+1, Sk*+1 and
F(x*,y,©,) obtained from the output of the recovery mod-
ule, NLAR module, and DC module, respectively, are sub-
stituted into the Eq. solved by gradient descent to ob-
tain the recovered z**!. The final solution process for each
subproblem is shown in Algorithm T}

3.4. Loss Function

To ensure precise recovery of the dense depth map, we
utilize L; and L, loss functions during the training process
of our model. Additionally, in order to enhance the recon-

Algorithm 1 Deep Unfolding Network

Input: the sparse depth map y, and the corresponding im-

age rgb.

fork =1to T do
21 = Recovery Module(rgb,z*) Eq. (T3)
Szl = NLAR Module(z*1) Eq. (12)
F(z*,y) = DC Module(z*,y) Eq. (16)
oF = (I — 68 — 67)ak + 5389 2K+1
+6y2Ett — §F (2%, y) Eq.

end for
Output: the recovered depth map 27

struction of object edges within the image, we incorporate a
gradient loss term, denoted as Lg,,q. These loss functions
are applied to both the local depth map and the final predic-
tion. The comprehensive loss function is defined as follows:

Loverrall :)\lLl(dprev dgt) + )\2L2 (dprea dgt)

(18)
+ )\gradLgrad(dprev dgt ) )

where A1, Az and Ag.qq are the weight hyperparameters of
the different terms in the loss function, all of which are set
to 1. Lg,qq is designed to track the depth variation between
adjacent pixels [12], which can be mathematically repre-
sented as:

Lyrad =l Ve dgt — Vadprell1 + || Vy dgt — Vydprellr

+ || Vdiag dgt - VdiagdpreHla
(19)

where \/;, Vy, Vdiag denote the gradients along the hor-
izontal (denoted by x), vertical (denoted by y) and diag-
onal (denoted by diag) directions [40], respectively. Un-
like other works, we introduce the diagonal component into
the gradient calculation. Considering the complexity of real
world object shapes, L,qq is able to further penalize small
structural errors and improve the fine details of the depth
map. Experiments show that this loss is effective for ob-
taining clean edges.

4. Experiments
4.1. Datasets and Metrics

We conducted experiments on two widely-used bench-
marks: NYU-Depth V2 [30] and SUN RGB-D dataset [31].
NYU-Depth V2. The NYU-Depth V2 dataset [30] con-
tains pairs of rgb and depth images collected from Microsoft
Kinect in 464 indoor scenes. Following existing methods,
we utilize the unlabeled 50K images for training and the
labeled 654 images in the test set for evaluation. In the pro-
cess of training, the initial input is a sparse depth map with
500 valid depth pixels which are randomly drawn from the
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Method ‘RMSEi Rell d1.25 7 61.952 T 61958 T

CSPN [5] 0.117 0.016 99.2 999 100.0
GAENet [3] 0.114 0.018 99.3 99.9 100.0
DeepLidar [29] | 0.115 0.022 99.3 99.9 100.0
NLSPN [28] 0.092 0.012 99.6 999 100.0
GuideNet [34] | 0.101 0.015 99.5 999 100.0
ACMNet [41] | 0.105 0.105 994 99.9 100.0

PRR [18] 0.104 0.014 994 99.9 100.0
RDF-GAN [35]| 0.103 0.016 99.4 99.9 100.0
Ours 0.102 0.014 994 999 100.0

Table 1. Quantitative comparison with state-of-the-art results on
NYU-Depth V2 dataset benchmark.

Method ‘RMSEJ/ Reli (51.25 T (51'252 T (51_253 T
CSPN [5] | 0.153 0.079 975 990 99.5
NLSPN [28]{ 0.101 0.023 984 993  99.6
Ours 0.104 0.026 98.5 993 99.6

Table 2. Quantitative comparison results on SUN RGB-D dataset.

reconstructed depth map. The input images are resized to
320240 and center-cropped cropped to 320x224.

SUN RGB-D. The SUN RGB-D dataset [31] contains
10,335 RGB-D images captured by four different sensors.
We use 5,283 images for training and 5,049 for testing. We
use the refined depth map based on multiple frames as the
ground-truth for evaluation. The input images are centering
cropped to 320 x 224.

Evaluation Metrics. Three widely used assessment met-
rics are used for the depth recovery evaluation: root mean
squared error (RMSE), absolute relative error (Rel), and §;,
which is the percentage of predicted pixels whose relative
error is within a relative threshold [20]].

Parameter Settings. Our training was implemented by Py-
torch with 2 NVIDIA GTX3090 GPUs and set batch size
to 12. In our current implementation, we used ADAM [17]]
as the optimization algorithm. The learning rate starts at
1 x 1073 and the warm-up strategy is used for the first
epoch. Starting from the 10th epoch, the learning rate from
the 10th to the 15th epoch is reduced to 2 x 10~%. Then the
learning rate stays 4 x 10~ after the start of the 16th epoch.
The other parameters are all the same with (31, 82) = (0.9,
0.999). In this paper, we set the unrolling stage T to 4.

4.2. Comparison with SOTA Methods

The performance comparison of our method with other
state-of-the-art methods on NYU-Depth V2 is shown in
Table [T, Among the listed methods, CSPN [5], GAENet
[3]], DeepLidar [29], NLSPN [28], and RDF-GAN [35] etc.
are the classical network structures. In the comparison of
RMSE and 6, 25, we are only worse than GuideNet [34] ex-
cept for NLSPN [28]], but we are better than it in Rel this
metric. Other than that, all of our metrics are achieving

highly competitive results.

The visualizations in Fig. [5] demonstrate the superior
performance of our method. Our results excel not only in
recovering large, smooth areas but also in capturing fine de-
tails compared to other methods. For instance, in the first
row, our method accurately recovers the depth value of the
chair and successfully captures the true contour of the va-
cant area, outperforming the CSPN [5] method. Similarly,
in the second row, our results achieve the highest accu-
racy compared to the ground-truth, showcasing our ability
to recover detailed information effectively. Even in com-
plex scenarios, such as the stacked regions shown in the
third row, our method closely approximates the true con-
tours. Moreover, in images with challenging distant fields
of view, like the hanging fan in the fourth row, our method
significantly outperforms other techniques. These experi-
ments demonstrate that our model not only recovers ground
regions more comprehensively but also exhibits greater ro-
bustness and accuracy in capturing object contours, yielding
satisfactory results.

Table [2| presents the performance comparison of our
method on the SUN RGB-D dataset. While the NLSPN
[28] method performs well in terms of RMSE and Rel, uti-
lizing a coarse-to-fine approach with non-local spatial prop-
agation and confidence-incorporated learnable affinity nor-
malization, our proposed method outperforms in terms of
;. This indicates that our method achieves predictions that
closely align with accurate values, exhibiting minimal over-
all deviations and reflecting the method’s stability in the
global region. The visualizations in Fig. [6|further showcase
the accuracy and completeness of our method, not only in
depth recovery but also in capturing edges effectively.

4.3. Ablation Study

In this section, we perform ablation studies on the NYU-
Depth V2 dataset, which are divided into four main influ-
encing factors: the patch size of the NLAR model, the effect
of Lgy.q4, the effect of NLAR term, and the DC module.
The Number of Patch Size. In order to verify the patch
size of the NLAR model, we set different sizes as {7, 9,
11} when other influencing factors were constant. The ex-
perimental results are shown in Table ] The results show
that there is no significant effect on J;, and comparing the
results of RMSE and Rel metrics, it is clear that the opti-
mal performance is achieved when the size is 7. To balance
performance effects and computational complexity, the fi-
nal size chosen for the experiment is 7.

The Number of Iterations. In order to verify the num-
ber of iterations, we set different sizes as {2, 4, 6} when
other influencing factors were constant. The experimental
results are shown in Table [5] Note that the optimal perfor-
mance is achieved when the number is 4 in terms of RMSE
and Rel metrics. It can be seen that the metric performance
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Figure 5. Visual quality comparison on NYU-Depth V2 test dataset. Left to right: the corresponding rgb image, CSPN [4], GAENet [3]],
NLSPN [28]], Our model and ground-truth.
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Figure 6. Visual quality comparison on SUN RGB-D test dataset. Left to right: the corresponding raw depth image, CSPN [4], NLSPN
[28]], Our model, and ground-truth.
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Figure 7. Visual quality comparison on Experiment C. Left to right: the corresponding rgb image, the results with Lg..q and the results

without Lg,qq.

Settings \Recovery NLAR Ly,qq DC Module RMSE| Rel] 6195 T 01,252 T 91,253 T

A v X x - 0.115 0.016 993 999 100.0
B v x v 0.108 0.015 994 999 100.0
C v J X v 0.103 0.015 994 999 100.0
D v N x 0.103 0.014 994 999 100.0
E(complete)| v/ N v 0.102 0.014 994 999 100.0

Table 3. Ablation study of different influencing factors.

Size]RMSE] Rel| 61.95 1 01,052 T 61055 1

7 1 0.102 0.014 994 999 100.0
9 1 0.102 0.015 994 999 100.0
11| 0.103 0.015 994 99.9 100.0

Table 4. Ablation study of the patch size of the NLAR model.

Tterations[RMSE| Rell 1.25 T 81952 T 01,052 1

2 0.107 0.016 993 99.9 100.0
4 0.102 0.014 994 99.9 100.0
6 0.109 0.015 994 99.9 100.0

Table 5. Ablation study of the number of iterations.

I

(b) recovered depth

Figure 8. (a) is the visualization of the output of Sz in the NLAR
model, and (b) is the corresponding recovered depth image.

increases as the number of iterations increases, but the im-
provement of the RMSE and Rel values reaches saturation
when 7" = 4. To balance performance effects and computa-
tional complexity, the final number of iterations chosen for
the experiment is 4.

Different Settings of the Model. To verify the effect and

performance of different model settings, experiments under
four different settings of A, B, C, and D were designed, and
the results are shown in Table 3]

Experiment A which only reserves the Recovery Module is
the baseline of our ablation experiments. We can observe
that the baseline is able to get improvement by adding addi-
tional modules.

Furthermore, experiment B is to verify the effect of the im-
proved NLAR Module. Compared setting B with setting E,
we can clearly see that the RMSE increases by 5.9% and
the Rel value increases by 7.1% once the NLAR Module is
removed, which also indicates the effectiveness. The output
Sz from the NLAR model is visualized in Fig. [8] At the lo-
cations marked in the figure, it can be seen that this module
is effective in finding regions that are not adjacent to each
other with similar structures. We add Eq. (TT) to the model
as a regular term. The mathematical expression of x in the
final recovered image is related to Sz. Since depth images
usually contain rich similar depth information, Sz can use
the NLAR module to get accurate results. The blue part we
marked in Fig. [8]is considered to have similar depth infor-
mation, and the points in the same part are the calculated
pixel points with high similarity.

Experiment C not only shows the improvement in metrics
by adding Lg,qq to the training process, but also demon-
strates that the proposed model with Lg,.q loss provides
better edge information and complete shape as shown in
Fig. m (with Lg,qq), which also illustrates the effectiveness
of gradient loss.

Experiment D is demonstrated to evaluate the influence of

12362



the DC Module. We replace the DC Module with an explicit
fidelity term, which contains a 0 or 1 confidence matrix. In
particular, the confidence matrix A is obtained by the initial
depth. For example, its value is 1 when the input contains
a depth value, and 0 otherwise. It can be seen from Table E]
that our model with implicit fidelity term modeling by con-
volutional networks has improved in terms of RMSE. These
reveal that our model can weaken the effect of the degener-
ate operator A and get satisfactory results.

5. Conclusion

In this paper, we present the DC-NLAR model, a
novel approach for depth unfolding that combines the im-
age recovery model with the principle of non-local auto-
regression. Our model addresses the challenges posed by
the generalization limitations of deep networks and the
complexity inherent in traditional mathematical models for
achieving optimal solutions. By leveraging the strengths
of both approaches, our model introduces fresh ideas and
strategies to tackle the problem of depth recovery. Ex-
tensive experimental results are proven to show that our
method has achieved comparable performance to existing
deep network methods on the NYU-Depth V2 and SUN
RGB-D datasets. Note that our method has only been ap-
plied to indoor scenes at the present time. Further improve-
ments in the network and model can be considered in the
future to achieve better results, and applied to large outdoor
scenes such as the KITTI dataset.
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