
TransFace: Calibrating Transformer Training for Face Recognition from a
Data-Centric Perspective

Jun Dan *1, Yang Liu *2, Haoyu Xie2, Jiankang Deng3,
Haoran Xie4, Xuansong Xie2, Baigui Sun †2

1Zhejiang University 2Alibaba DAMO Academy 3Imperial College London 4Tsinghua University
danjun@zju.edu.cn,j.deng16@imperial.ac.uk,xiehr20@mails.tsinghua.edu.cn

{ly261666, xiehaoyu.xhy,xingtong.xxs, baigui.sbg}@alibaba-inc.com

Abstract

Vision Transformers (ViTs) have demonstrated power-
ful representation ability in various visual tasks thanks to
their intrinsic data-hungry nature. However, we unexpect-
edly find that ViTs perform vulnerably when applied to face
recognition (FR) scenarios with extremely large datasets.
We investigate the reasons for this phenomenon and dis-
cover that the existing data augmentation approach and
hard sample mining strategy are incompatible with ViTs-
based FR backbone due to the lack of tailored consideration
on preserving face structural information and leveraging
each local token information. To remedy these problems,
this paper proposes a superior FR model called TransFace,
which employs a patch-level data augmentation strategy
named DPAP and a hard sample mining strategy named
EHSM. Specially, DPAP randomly perturbs the amplitude
information of dominant patches to expand sample diver-
sity, which effectively alleviates the overfitting problem in
ViTs. EHSM utilizes the information entropy in the lo-
cal tokens to dynamically adjust the importance weight
of easy and hard samples during training, leading to a
more stable prediction. Experiments on several bench-
marks demonstrate the superiority of our TransFace. Code
and models are available at https://github.com/
DanJun6737/TransFace.

1. Introduction

Over the past few years, Convolutional Neural Networks
(CNNs) [23, 32] have achieved remarkable success in the
computer vision community, thanks to the availability of
large-scale datasets. Recently, the introduction of Vision
Transformers (ViTs) [12] has caught the attention of the
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computer vision community due to their powerful repre-
sentation abilities. Unlike CNN models, ViTs lack some
convolution-like inductive biases, such as translation equiv-
ariance and locality, leading to challenges in the conver-
gence of the ViTs backbone. To remedy this problem, pi-
oneering works [61, 12, 4, 82] point out the rationale be-
hind this derives from its data-hungry nature, indicating
that a superior ViTs representation would be supported by
large-scale training data. By taking advantage of their in-
trinsic data-hungry property, ViTs are commonly used to
serve as an alternative backbone on several visual tasks
[44, 12, 61, 58, 15, 17].

However, when considering an extremely data-adequate
scenario to satisfy ViTs’ data-hungry property, namely Face
Recognition (FR), we unexpectedly discover that the per-
formance of ViTs is almost equal to that of CNNs [80]. To
explore why ViTs perform vulnerably in the FR realm, we
investigate the training process of ViTs. From a data-centric
perspective, we discover that the instance-level data aug-
mentation approach and hard sample mining strategy are
incompatible for ViTs-based FR backbone due to the lack
of tailored consideration on preserving face structural in-
formation and leveraging each local token information (il-
lustrated in Fig. 1). To handle these drawbacks, we make
two following efforts: (i) Identify why and how to devise
a patch-level data augmentation strategy on the ViTs-based
FR backbone. (ii) Unveil why and how to mine representa-
tive token information.

Patch-level Data Augmentation Strategy. Due to the lack
of inductive biases, ViT-based models are hard to train and
prone to overfitting [61, 12, 4]. To alleviate the overfitting
phenomenon, existing works [61, 82, 70] attempt several
data augmentation strategies, such as Random Erasing [81],
Mixup [76], CutMix [75], RandAugment [7] and their vari-
ants [4, 19, 61, 38], to construct diverse training samples.
However, these instance-level data augmentation strategies
are not suitable for the FR task, because they will inevitably
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destroy some key structural information of the face identity
(as shown in the top of Fig. 1), which may lead the ViTs to
optimize in the incorrect direction. Furthermore, the recent
study [82] observes that ViTs are actually prone to over-
fitting to certain local patches during training, resulting in
severely impaired generalization performance of the model.
For example, in the FR task, the prediction of ViT may be
dominated by a few face patches (e.g., eyes and forehead).
Therefore, once these key patches are disturbed (e.g., a su-
perstar wearing sunglasses or a hat), the model tends to
make spurious decisions. These problems seriously affect
the large-scale deployment of ViT-based FR models in real
scenarios.

To solve the aforementioned problem, motivated by the
structural information preserving property of the Fourier
phase spectrum [50, 52, 73, 49], we introduce a patch-level
data augmentation strategy named Dominant Patch Ampli-
tude Perturbation (DPAP). Without destroying the fidelity
and structural information of the face, DPAP can efficiently
expand sample diversity. Concretely, DPAP uses a Squeeze-
and-Excitation (SE) module [24] to screen out the top-K
patches (dominant patches), then randomly mixes their
amplitude information, and combines it with the original
phase information to generate diverse samples.

Different from previous data augmentation strategies, the
proposed DPAP cleverly utilizes the prior knowledge (i.e.,
the position of dominant patches) provided by the model to
augment data, which can more precisely alleviate the over-
fitting problem in ViTs. Furthermore, as diverse patches
are continuously generated, DPAP also indirectly encour-
ages ViTs to utilize other face patches, especially some
patches that are easily ignored by the deep network (e.g.,
ears, mouth, and nose), to make more confident decisions.
Hard Sample Mining Strategy. As demonstrated in Refs.
[36, 26, 3], hard sample mining technology plays an impor-
tant role in boosting the model’s final performance via con-
tinuously assimilating knowledge from effective/hard sam-
ples. Most previous works are specially designed for CNNs,
they usually adopt several instance-level indicators of the
sample, such as prediction probability [36, 27], prediction
loss [14, 56], and latent features [53], to mine hard samples
(as shown in the bottom of Fig. 1). However, the recent
study [82] has shown that the prediction of ViT is mainly
determined by only a few patch tokens, which means that
the global token of ViTs may be dominated by a few local
tokens. Therefore, directly using such biased indicators to
mine hard sample is suboptimal for ViTs, especially when
some dominant local tokens are ignored.

To better mine hard samples, inspired by the informa-
tion theory [51, 55, 5], we propose a novel hard sample
mining strategy named Entropy-guided Hard Sample Min-
ing (EHSM). EHSM treats the ViT as an information pro-
cessing system, which dynamically adjusts the importance
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Figure 1. (Top) Previous data augmentation approaches may de-
stroy the fidelity and structural information of face identity when
augmenting samples. Our DPAP strategy not only constructs di-
verse samples but also effectively preserves the key information
of the face. (Bottom) Existing hard sample mining methods usu-
ally adopt several instance-level indicators to measure sample dif-
ficulty, which is suboptimal for ViTs. Our EHSM strategy lever-
ages information entropy from all local tokens to mine hard sam-
ples.

weight of easy and hard samples in terms of the total amount
of information contained in the local tokens. It is worth
mentioning that EHSM has the potential to encourage the
ViT to fully mine fine-grained information contained in
each face patch, especially some less-attended face cues
(e.g., lip and jaw), which greatly enhances the feature rep-
resentation power of each local token (as verified by our
experiment in Fig. 2 and Fig. 5). In this way, even if some
important image patches are destroyed, the model can also
make full use of the remaining face cues to generalize the
global token, leading to a more stable prediction.

The following are the main contributions of this paper:
(1) A patch-level data augmentation strategy named

DPAP is introduced to effectively alleviate the overfitting
problem in ViTs.

(2) A novel hard sample mining strategy named EHSM
is proposed to enhance the stability of FR model prediction.

(3) Experimental results on various popular face bench-
marks have shown the superiority of our method, e.g., we
achieve 97.61% accuracy on “TAR@FAR=1E-4” of the
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IJB-C benchmark using the Glint360K training set.

2. Related Works
Vision Transformer (ViT). Recently, ViT has demon-

strated its powerful feature representation ability in var-
ious vision tasks, including image recognition[12, 61,
62, 44], semantic segmentation[58, 4], and object detec-
tion/localization [15, 17]. Unlike CNN, ViT is mainly based
on the self-attention mechanism [63], which can effectively
capture the relationships between different features. It has
been demonstrated that ViT does not generalize well when
trained on insufficient amounts of training samples [12].
DeiT [61] introduces a novel knowledge distillation proce-
dure to strengthen the ViT’s generalization ability. To better
extract both global and local visual information, TNT [22]
employs an inner transformer block to model the relation-
ship among sub-patches. ATS [16] is proposed to design
computationally efficient ViT models by adaptively sam-
pling significant tokens.

Moreover, several recently proposed studies aim to bal-
ance ViT’s computation and accuracy. UniFormer [34]
superbly unifies 3D convolution and spatiotemporal self-
attention, significantly alleviating the computational burden
in capturing token relation. Dilateformer [29] uses a slid-
ing window to select representative patches, brilliantly mit-
igating the computational cost of self-attention. Ref. [30]
proposes applying a masking mechanism into the attention
map, tremendously reducing computational load between
tokens.

Face Recognition (FR). CNNs have made significant
progress in face-related tasks [43, 40, 42, 11, 10, 41].
Among them, extracting deep face embedding attracts many
reaserchers’ attention. There are two main ways to train
CNNs for FR. One kind of way is metric learning-based
methods, which aim to learn discriminative face represen-
tation, such as Triplet loss [53], Tuplet loss [57] and Center
loss [68]. Another way is margin-based softmax methods,
which focus on incorporating margin penalty into softmax
classification loss framework, such as ArcFace [11, 9], Cos-
Face [65], AM-softmax [64] and SphereFace [39]. To fur-
ther improve the efficiency of margin-based softmax loss on
the large-scale dataset, some studies’ emphasis has shifted
to adpative parameters [78, 77, 37, 31, 47], inter-class regu-
larization [79, 13], sample mining [27, 67], learning accel-
eration [1, 35], knowledge distillation [26], etc.

The recent proposed Face transformer [80] first demon-
strates the feasibility of using ViT in FR. However, there is
still a lack of exploration on how to train a superior ViT-
based FR model on the extremely large-scale dataset.

Data-Centirc ViTs. To improve the performance of
ViTs, previous works [72, 22, 69, 74] mainly try to mod-
ify the structure of the models, which is very dependent
on experience. Recently, several works have been pro-
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Figure 2. We visualize the trend of the average information en-
tropy contained in the local token during training. With the help
of EHSM, the face information contained in each patch is more
fully mined and utilized. More results can be found in Fig. 5.

posed to enhance the generalization ability of ViTs from
the view of training data. Gong et al. [18] proposes two
patch-related loss functions to alleviate the over-smoothing
problem in ViTs, which can promote the stable training of
deeper ViTs without any structural modification. DeiT [61]
shows that strong data augmentation strategies [76, 81, 7, 6]
can help ViTs absorb data more efficiently. TransMix [4]
introduces a data augmentation strategy that leverages the
transformer’s attention maps to guide the mixture of labels.
TokenMix [38] proposes to mix images at the token level,
which facilitates ViTs to infer sample classes more accu-
rately.

3. Methodology

3.1. Preliminaries

A classical ViT [12] first splits an input image into a se-
quence of fixed-size patches. Each small patch is mapped to
a feature vector (or called a token) by a linear layer. Then,
an additional learnable class token is concatenated to the
tokens and position embeddings are added to each token to
retain positional information. After that, the mixed embed-
dings are sent into a transformer encoder for feature encod-
ing. More specially, the standard transformer encoder con-
sists of multiheaded self-attention (MSA) and MLP blocks.
LayerNorm (LN) and residual connections are applied be-
fore and after each block, respectively. Finally, the class to-
ken of the transformer encoder output is selected as the final
representation and fed into a classification head for predic-
tion.

Different from the original ViT architecture, we follow
insightface1 and do not employ the learnable class token in
our model. The architecture of our TransFace model is de-
picted in Fig. 3. It is made up of three components: a trans-
former encoder F , a ”Squeeze-and-Excitation” (SE) mod-
ule S [24] and a classification head C. We will detail the
architecture of our model in section 3.2.

1https://github.com/deepinsight/insightface/tree/master/recognition
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Figure 3. Global overview of our proposed TransFace model. To alleviate the overfitting problem in ViTs, the DPAP strategy employs the
SE module to screen out the top-K dominant patches, and then randomly perturbs their amplitude information to expand sample diversity.
Furthermore, to better mine hard samples and enhance the feature presentation power of local tokens, the EHSM strategy utilizes an
entropy-aware weight mechanism to re-weight the classification loss. n is the total number of patches, and

⊗
denotes the multiplication

operation between the local token and the scaling factor generated by the SE module. The image patches with red boxes represent dominant
patches.

3.2. Patch-Level Data Augmentation Strategy

Existing works mainly apply a series of instance-level
data augmentation strategies to alleviate the overfitting phe-
nomenon in ViTs. However, these strategies will inevitably
destroy some key structural information of face identity (as
shown in Fig. 1), which may seriously affect the learning of
discriminative face tokens. Furthermore, the recent study
[82] observes that ViTs are actually prone to overfitting to a
few patches, which greatly limits the deployment and scal-
ability of ViT-based FR models in application scenarios.

To address the aforementioned issues, a novel patch-
level data augmentation strategy named Dominant Patch
Amplitude Perturbation (DPAP) is proposed for the ViTs-
based FR backbone. The main steps of the strategy are:
(1) First, we insert an SE module S at the output of the
transformer encoder F , and utilize the scaling factors gen-
erated by S to find out the top-K patches (i.e., dominant
patches) of the original image x that contribute the most to
the final prediction. (2) Second, we employ a linear mixing
mechanism to randomly perturb the amplitude information
of these dominant patches. (3) Finally, we feed the recon-
structed image x̃ into our TransFace model for supervised
training.

Mathematically, given an image x, we denote a sequence
of decomposed image patches as x = (x1, x2, · · · , xn),
where each xi represents an image patch and n is the total
number of patches. And the output of the transformer en-
coder F is denoted as (f1, f2, · · · , fn), where f1, · · · , fn
represent the local tokens. Then, all the local tokens ex-
tracted by F will pass through the SE module S and be re-
scaled as (κ1 · f1, κ2 · f2, · · · , κn · fn), where κ1, · · · , κn

denote the scaling factors generated by S. Actually, these
scaling factors κ1, · · · , κn of local tokens indirectly reflect
the importance of local tokens in prediction. We further
normalize these scaling factors using the softmax function:

di =
eκi∑
i′ e

κi′
. (1)

According to the top-K largest normalized scaling fac-
tors, we can screen out the top-K dominant patches that the
model ”cares about” the most. To relieve the ViTs from
overfitting to these dominant patches, a natural idea is to
let the model “see” more diverse patches. Motivated by
the structural information preserving property of the Fourier
phase spectrum [50, 52, 73, 49, 71], we propose to per-
turb the amplitude spectrum information of their dominant
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patches using a linear mix mechanism and keep their phase
spectrum information unchanged.

For a single channel image patch xi, its Fourier Trans-
form T (xi) can be expressed as:

T (xi)(u, v) =

H−1∑
h=0

W−1∑
w=0

xi(h,w)e
−j2π( h

H u+ w
W v), (2)

where j2 = −1, H and W represent the height and width of
xi, respectively. T −1(xi) represents the corresponding in-
verse Fourier Transform that maps the amplitude and phase
information back to the original image space. The Fourier
transform and its inverse transform can be efficiently imple-
mented by the FFT and IFFT algorithms [2], respectively.

A(xi) and P(xi) represent the amplitude spectrum and
phase spectrum of the image patch xi, respectively:

A(xi)(u, v) =
[
R2(xi)(u, v) + I2(xi)(u, v)

]1/2
,

P(xi)(u, v) = arctan

[
I(xi)(u, v)

R(xi)(u, v)

]
,

(3)

where R(xi) and I(xi) denote the real and imaginary part
of T (xi), respectively. For RGB face image patches, we
need to calculate the Fourier Transform of each channel
independently to obtain the final amplitude spectrum and
phase spectrum.

To effectively construct diverse images without destroy-
ing the fidelity and structural information of face identity,
we employ a Mixup-like mechanism to linearly mix the am-
plitude spectrum of dominant patch xi and random patch
xr
i′ :

Ã(xi) = λA(xi) + (1− λ)A(xr
i′), (4)

where λ ∼ U(0, α), U(0, α) is a uniform distribution on
[0, α], xr

i′ is a random patches of a random training sample
xr, and α is a hyper-parameter used to control the inten-
sity of amplitude information mixing. We then combine the
mixed amplitude spectrum with the original phase spectrum
to reconstruct a new Fourier representation:

T (x̃i)(u, v) = Ã(xi)(u, v) ∗ e−j∗P(xi)(u,v), (5)

which will be mapped to the original image space by the
inverse Fourier transform to generate a new patch, i.e., x̃i =
T −1 [T (x̃i)(u, v)]. We then feed the augmented image x̃
into the model for supervised training.

For the augmented image x̃, we denote the local to-
kens extracted by F as (f̃1, f̃2, · · · , f̃n), which will be
further fed into the SE module S and re-scaled as (κ̃1 ·
f̃1, κ̃2 · f̃2, · · · , κ̃n · f̃n). Then, all the re-scaled lo-
cal tokens are concatenated into a global token g̃ =[
κ̃1 · f̃1; κ̃2 · f̃2; · · · ; κ̃n · f̃n

]
, which will be used for the

subsequent FR task via the classification head C. In our
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Figure 4. Example images and corresponding information entropy.
Samples labeled with the same ID are displayed in each column.
(First row) Easy samples usually contain richer information (i.e.,
larger information entropy). (Second row) Hard samples usually
contain less information (i.e., lower information entropy).

model, we adopt the most widely used ArcFace Loss [11]
as the basic classification loss:

Larc(g̃, y) = − log
es(cos(θy+m))

es(cos(θy+m)) +
∑c

l=1,l ̸=y e
s cos θl

,

(6)
where y denotes the class label of image x, s is a scaling
hyperparameter, θl is the angle between the l-th column
weight and feature, m > 0 denotes an additive angular mar-
gin and c is the class number.

As the dominant patches are constantly changed, the
DPAP strategy can indirectly promote the FR model to uti-
lize other face patches, especially some patches that are
easily ignored by the deep network (e.g., ears, mouth, and
nose), to assist the final prediction. More importantly,
the DPAP strategy cleverly utilizes the prior knowledge
provided by the model (i.e., the position of the dominant
patches) to perform data augmentation, which can more ef-
fectively mitigate the overfitting problem and enhance the
generalization ability of ViTs.

3.3. Entropy-based Hard Sample Mining Strategy

As shown in Refs. [36, 26, 3], hard sample mining tech-
nology is often adopted to further boost the model’s final
performance. Previous works on hard sample mining, such
as Focal loss [36], MV-Softmax [67], OHEM [56], ATk

loss [14], etc., are specially designed for CNNs, they aim
to encourage models to explicitly emphasize the impact of
hard samples [27, 53]. These methods usually utilize sev-
eral instance-level indicators of the sample, such as predic-
tion probability [36, 27], prediction loss [14, 56], and latent
features [53], to directly or indirectly measure sample dif-
ficulty. However, the recent study [82] has demonstrated
that the prediction of ViT is mainly determined by only a
few patch tokens, which means that the global token of ViT
may be dominated by several local tokens. Therefore, for
ViTs, it is suboptimal to use such biased indicators to mine
hard samples, especially when some dominant local tokens
are ignored.
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To mine hard samples more precisely, motivated by the
information theory [51, 55, 5], we propose to measure sam-
ple difficulty in terms of the total amount of information
contained in the local tokens. As demonstrated in Fig. 4,
high-quality face images (easy samples) usually contain
richer information (i.e., higher information entropy) and
thus are easier to be learned by the model. Low-quality face
images (hard samples), such as blur face images and low-
contrast face images, usually contain relatively less useful
information (i.e., lower information entropy), so they are
more difficult to be learned.

When we regard a deep neural network M as an infor-
mation processing system, we can abstract its topology into
a graph G = (Z,Q). A series of neurons form the vertex
set Z , and the connections between neurons form the edge
set Q. For any z ∈ Z and q ∈ Q, e(z) and e(q) denote the
values of each vertex z and each edge q, respectively. Thus,
the continuous state space of the deep network M can be
defined by the set Ω = {e(z), e(q) : ∀z ∈ Z, q ∈ Q}. In
this way, the total information contained in M can be mea-
sured by the entropy E(Ω) of set Ω. The sets E(Ωz) =
{e(z) : z ∈ Z} and E(Ωq) = {e(q) : q ∈ Q} represent the
total information contained in the latent features and in the
network parameters, respectively. Specially, E(Ωz) mea-
sures the feature representation power of network M and
E(Ωq) measures the network complexity. In our work, we
focus on the entropy of latent features E(Ωz) rather than
the entropy of network parameters E(Ωq).

However, in the deep network M, the latent features of
image always follow a complex and unknown distribution
[20, 8], it is difficult to directly calculate the information
entropy of latent features E(Ωz). Fortunately, the Maxi-
mum Entropy Principle [5, 28, 33, 60] has proved that the
entropy of a distribution is upper bounded by a Gaussian
distribution with the same mean and variance, as shown in
Theorem 1.

Theorem 1 For any continuous distribution D(a) of mean
µ and variance σ2, its differential entropy is maximized
when D(a) is a Gaussian distribution N (µ, σ2).

Therefore, we can estimate the upper bound of the en-
tropy instead. Suppose a is sampled from a Gaussian distri-
bution N (µ, σ2), the differential entropy of a can be defined
as follows:

E(a) =
1

2
(log(2πσ2) + 1) =

1

2
(1 + log(2π) + log(σ2)).

(7)
As can be seen, the entropy of the Gaussian distribution

only depends on the variance. In this way, we can effec-
tively approximate the entropy of the latent features E(Ωz)
by simply computing the variance of the latent features.

Different from previous works that adopt biased indica-
tors to mine hard sample, we propose a novel hard sam-

Training Data Method GFLOPs LFW CFP-FP AgeDB-30
R50, ArcFace 6.3 99.78 98.77 98.28
R100, ArcFace 12.1 99.81 99.04 98.31
R200, ArcFace 23.4 99.82 99.14 98.49

ViT-S 5.7 99.80 98.85 98.24
Glint360K ViT-B 11.4 99.82 99.02 98.33

ViT-L 25.3 99.82 99.10 98.47
TransFace-S 5.8 99.85 98.91 98.50
TransFace-B 11.5 99.85 99.17 98.53
TransFace-L 25.4 99.85 99.32 98.62

Table 1. Verification accuracy (%) on LFW, CFP-FP and AgeDB-
30 benchmarks.

ple mining strategy named Entropy-guided Hard Sample
Mining (EHSM) to better achieve this goal. EHSM com-
prehensively considers the local and global information of
tokens in measuring sample difficulty. Specifically, for an
augmented sample x̃ = (x̃1, x̃2, · · · , x̃n), EHSM first esti-
mates the local information entropy E(x̃i) = E(κ̃i · f̃i) of
each local token κ̃i·f̃i using Equation (7). Then, all the local
information entropy is aggregated as the global information
entropy

∑
i E(x̃i) of sample x̃. Finally, EHSM utilizes an

entropy-aware weight mechanism η(x̃) = 1 + e−γ
∑

i E(x̃i)

to adaptively assign importance weight to each sample,
where γ is a temperature coefficient. The re-weighted clas-
sification loss can be formulated as:

Lcls = η(x̃)× Larc(g̃, y). (8)

It is worth mentioning that EHSM explicitly encourages
the model to focus on hard samples with less information.
In order to minimize the objective Lcls, the model has to op-
timize both weight η and basic classification loss Larc dur-
ing training, which will bring two benefits: (1) Minimizing
Larc can encourage the model to learn better face features
from diverse training samples. (2) Minimizing the weight
η(x̃) (i.e., maximizing the total information

∑
i E(x̃i)) will

facilitate the model to fully mine feature information con-
tained in each face patch, especially some less-attended face
cues (e.g., nose, lip, and jaw), which significantly enhances
the feature representation power of each local token. In this
way, even if some important face patches are destroyed, the
model can also make full use of the remaining face cues to
generalize the global token, leading to a more stable predic-
tion.

4. Experiments
4.1. Implementation Details

Datasets. We separately adopt MS1MV2 [11] dataset
(5.8M images, 85k identities) and the recently proposed
larger-scale Glint360K [1] dataset (17M images, 360K
identities) to train our model. For evaluation, we employ
LFW[25], AgeDB-30 [48], CFP-FP [54] and IJB-C [46] as
the benchmarks to test the recognition performance of our
model.
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Training Data Method GFLOPs IJB-C(1E-6) IJB-C(1E-5) IJB-C(1E-4) IJB-C(1E-3) IJB-C(1E-2) IJB-C(1E-1)
R100, Softmax [47] 12.1* 64.07 83.68 92.40 - - -

R100, SV-AM-Softmax [66, 47] 12.1∗ 63.65 80.30 88.34 - - -
R100, SphereFace [39, 47] 12.1∗ 68.86 83.33 91.77 - - -

R100, CosFace [65, 47] 12.1∗ 87.96 92.68 95.56 - - -
R100, ArcFace [11] 12.1∗ - - 95.60 - - -

R100, MV-Arc-Softmax [67, 27] 12.1* - - 95.20 - - -
R100, CircleLoss [59] 12.1∗ - 89.60 93.95 96.29 - -

MS1MV2 R100, CurricularFace [27] 12.1∗ - - 96.10 - - -
R100, MagFace [47] 12.1∗ 89.26 93.67 95.81 - - -

ViT-S 5.7 86.14 93.40 95.89 97.24 98.21 98.80
ViT-B 11.4 86.66 94.08 96.15 97.38 98.24 98.89
ViT-L 25.3 86.77 94.11 96.24 97.42 98.26 98.94

TransFace-S 5.8 86.75 93.87 96.45 97.51 98.34 98.99
TransFace-B 11.5 86.73 94.15 96.55 97.73 98.47 99.11
TransFace-L 25.4 86.90 94.55 96.59 97.80 98.45 99.04
R50, ArcFace 6.3 88.40 95.29 96.81 97.79 98.30 99.04

R100, ArcFace 12.1 88.38 95.38 96.89 97.86 98.33 99.07
R200, ArcFace 23.4 89.45 95.71 97.20 97.98 98.38 99.09

ViT-S 5.7 88.52 95.24 96.70 97.71 98.29 99.01
Glint360K ViT-B 11.4 88.58 95.41 96.88 97.80 98.35 99.09

ViT-L 25.3 89.69 95.78 97.13 97.91 98.43 99.09
TransFace-S 5.8 89.93 96.06 97.33 98.00 98.49 99.11
TransFace-B 11.5 88.64 96.18 97.45 98.17 98.66 99.23
TransFace-L 25.4 89.71 96.29 97.61 98.26 98.64 99.19

Table 2. Verification accuracy (%) on IJB-C benchmark. ∗ denotes R100 GFLOPs under 112 × 112 resolution.

Training Settings. Our experiments are implemented using
Pytorch on 8 NVIDIA Tesla V100 GPUs. We follow [11]
to employ ArcFace (s = 64 and m = 0.5) as the basic clas-
sification loss and crop all the input images to 112×112 by
RetinaFace [10, 21]. To optimize the ViT-based FR mod-
els, we apply AdamW [45] optimizer with a weight decay
of 0.1 for better convergence. The base learning rate for
MS1MV2 is set to 1e-3 and 1e-4 for Glint360K. The de-
tailed architecture of ViT models can be found in insight-
face2. The SE module consists of two fully connected lay-
ers, each with 144 neurons, followed by ReLu and Sigmoid
activation functions, respectively. Note that all the models
are learned from scratch without pre-training. In practice,
we adopt variance instead of entropy to measure the amount
of information contained in each local token to optimize the
models more stably. For the hyperparameter α in DPAP, we
choose α = 1 for all experiments.

4.2. Results on Mainstream Benchmarks

Results on LFW, CFP-FP, and AgeDB-30. We train our
TransFace on Glint360K, and compare it with other meth-
ods on various benchmarks, as reported in Table 1. We can
find that the performance of the ViT baseline is compara-
ble to that of the ResNet-based model. Notably, the accu-
racy of our TransFace model on these benchmarks is already
near saturation. Specially, TransFace-L is higher than ViT-L
by +0.03%, +0.22%, and +0.15% on three datasets, respec-
tively.
Results on IJB-C. We train our TransFace on MS1MV2

2https://github.com/deepinsight/insightface/tree/master/recognition

Method IJB-C(1E-6) IJB-C(1E-5) IJB-C(1E-4)
ViT-S 86.14 93.40 95.89

ViT-S + SE 86.26 93.76 96.12
ViT-S + DPAP 86.60 93.82 96.30
TransFace-S 86.75 93.87 96.45

Table 3. Ablation study of our model. Training Data: MS1MV2.

and Glint360K respectively, and compare with SOTA com-
petitors on the IJB-C benchmark, as reported in Table 2.
We can observe that our three TransFace models trained
with the MS1MV2 dataset greatly beat other ResNet-based
models on “TAR@FAR=1E-4”. For example, compared
to CurricularFace, TransFace-B achieves +0.45% improve-
ment on “TAR@FAR=1E-4”. Furthermore, TransFace-S
outperforms ViT-S by +0.56% on “TAR@FAR=1E-4”.

On the Glint360K training set, our models significantly
outperform other competitors. Specially, TransFace-L ob-
tains the overall best results and greatly surpasses ViT-
L by +0.48% and +0.51% on “TAR@FAR=1E-4” and
“TAR@FAR=1E-5”, respectively. These improved results
demonstrate the superiority of our TransFace.

4.3. Analysis and Ablation Study

1) Contribution of Each Component: To investigate the
contribution of each component in our model, we employ
MS1MV2 as the training set and compare TransFace-S,
ViT-S (baseline), and two variants of TransFace-S on the
IJB-C benchmark. The variants of TransFace-S are as fol-
lows: (1) ViT-S + SE, the variant only introduces the SE
module in the ViT-S model. (2) ViT-S + DPAP, based on
ViT-S, the variant adds the DPAP strategy.
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Method IJB-C(1E-6) IJB-C(1E-5) IJB-C(1E-4)
ViT-S 86.14 93.40 95.89

ViT-S + Random Erasing 83.68 93.27 96.06
ViT-S + RandAugment 86.24 93.74 96.14
ViT-S + PatchErasing 86.26 93.65 96.11

ViT-S + Mixup 85.51 93.41 96.08
ViT-S + CutMix 85.30 93.53 96.12
ViT-S + DPAP 86.60 93.82 96.30

Table 4. Comparison with previous data augmentation strategies.
Training Data: MS1MV2.

Method IJB-C(1E-6) IJB-C(1E-5) IJB-C(1E-4)
ViT-S + ATk 86.24 93.74 96.03

ViT-S + MV-Softmax 86.26 93.73 96.08
ViT-S + Focal loss 86.14 93.71 96.11

ViT-S + EHSM (global) 86.41 93.76 96.13
ViT-S + EHSM 86.46 93.85 96.22

Table 5. Comparison with previous hard sample mining strategies.
Training Data: MS1MV2.

Parameter K Method IJB-C(1E-6) IJB-C(1E-5) IJB-C(1E-4)
1 TransFace-S 85.28 93.72 96.38
3 TransFace-S 86.30 93.72 96.42
5 TransFace-S 85.50 93.78 96.43
7 TransFace-S 86.75 93.87 96.45

10 TransFace-S 86.30 93.72 96.42
20 TransFace-S 84.90 93.65 96.35

Table 6. Parameter sensitivity analysis of our model on IJB-C.
Training Data: MS1MV2.

The results gathered in Table 3 reflect the following ob-
servations: (1) Compared with ViT-S, the accuracy of ViT-S
+ SE is slightly improved due to the addition of the SE mod-
ule. (2) ViT-S + DPAP outperforms ViT-S + SE, which in-
dicates that perturbing the amplitude spectrum of dominant
patches can effectively alleviate the overfitting problem in
ViTs. (3) TransFace-S works better than ViT-S + DPAP,
which shows the effectiveness of our EHSM strategy.
2) Comparison with Previous Data Augmentation
Strategies: To further demonstrate the superiority of our
DPAP strategy, we compare it with existing data augmenta-
tion strategies, including Random Erasing [81], Mixup [76],
CutMix [75], RandAugment [7] and the recently proposed
PatchErasing [82]. We employ MS1MV2 to train models
and evaluate their performance on IJB-C. As reported in
Table 4, compared with other strategies, our DPAP strategy
can bring greater performance gain to the ViT, which bene-
fits from the utilization of prior knowledge (i.e., the position
of dominant patches) and the preservation of structural in-
formation of face identity.
3) Does EHSM Enhance the Feature Representation
Power of Each Token? We investigate the trend of the av-
erage information entropy contained in the local token of
ViT (baseline) and variant ViT + EHSM during training on
the MS1MV2 dataset, as shown in Figs. 2 and 5a. We can
find that with the addition of our EHSM strategy, the token-
level information becomes richer, which demonstrates the
superiority of the EHSM strategy in improving the feature
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Figure 5. The trend of the average information entropy contained
in the local token during training. With the help of EHSM, the
face information contained in each patch is more fully mined and
utilized.

Figure 6. (First row) Original training samples. (Second row)
Training samples augmented by DPAP strategy.

representation power of each local token.
4) Effectiveness of EHSM: To demonstrate the superior-
ity of EHSM in mining hard samples, we compare it with
previous strategies, including ATk loss [14], MV-Softmax
[67] and Focal loss [36], as reported in Table 5. We can
observe that the proposed EHSM strategy significantly out-
performs previous hard sample mining strategies, which in-
dicates that our EHSM strategy can better measure sample
difficulty and boost the model’s performance.

Moreover, in order to validate the advantages of the
EHSM strategy in mining hard samples by comprehensively
leveraging both local and global information, we conduct a
further comparison between ViT-S + EHSM and its variant
ViT-S + EHSM (global) that directly utilizes the entropy
of the global token to measure sample difficulty. The re-
sults gathered in Table 5 demonstrate that ViT-S + EHSM
greatly outperforms variant ViT-S + EHSM (global), which
indicates that fully combining the information entropy of all
the local tokens can more comprehensively measure sample
difficulty than only using the entropy of the global token.
Furthermore, compared to variant ViT-S + EHSM (global),
ViT-S + EHSM can more effectively enhance the feature
representation power of each local token, as illustrated in
Fig. 5b.
5) Visualization of DPAP: As shown in Fig. 6, we visualize
the original training samples and the samples augmented by
the DPAP strategy (K = 15) during training on MS1MV2.
We can see that the dominant patches are mainly distributed
near hair, forehead, and eyes, which conforms with our in-
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tuitions. The proposed DAPA strategy effectively relieves
the model from overfitting to these dominant patches by
perturbing their Fourier amplitude information, which in-
directly encourages ViTs to utilize the remaining face cues
(e.g., nose, mouth, ears, and jaw) to assist the final pre-
diction, significantly enhancing the model’s generalization
ability.
6) Parameter Sensitivity: To investigate the effect of pa-
rameter K (i.e., the number of selected dominant patches)
in our model, we adopt the MS1MV2 dataset to train
TransFace-S with different K and evaluate their perfor-
mance on IJB-C. The results gathered in Table 6 indicate
that our model is robust to K. As K increases, the over-
all accuracy first rises and then falls, which verifies that
properly perturbing the amplitude information of dominant
patches can effectively alleviate the overfitting problem.

5. Conclusion
In this paper, we develop a novel model called Trans-

Face to rescue the vulnerable performance of ViTs in the FR
task. Specially, we introduce a patch-level data augmenta-
tion strategy named DPAP and a hard sample mining strat-
egy named EHSM. Among them, DPAP adopts a linear mix
mechanism to perturb the amplitude information of dom-
inant patches to alleviate the overfitting problem in ViTs.
EHSM fully utilizes the information entropy of multiple lo-
cal tokens to measure sample difficulty, greatly enhancing
the feature representation power of local tokens. Beyond
the addition of the SE module, TransFace does not intro-
duce any significant architectural change. Comprehensive
experiments on popular facial benchmarks verify the supe-
riority of TransFace. We hope our findings can shed some
light on future research on ViTs-based FR as well as several
relevant topics, e.g., personalized text-to-image generation
model (AIGC) and 3D face reconstruction.
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