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Figure 1: Mining for “Rosetta Neurons.” Our findings demonstrate the existence of matching neurons across different models that

express a shared concept (such as object contours, object parts, and colors). These concepts emerge without any supervision or manual

annotations. We visualize the concepts with heatmaps and a novel inversion technique (two right columns).

Abstract

Do different neural networks, trained for various vision

tasks, share some common representations? In this paper,

we demonstrate the existence of common features we call

“Rosetta Neurons” across a range of models with differ-

ent architectures, different tasks (generative and discrimi-

native), and different types of supervision (class-supervised,

text-supervised, self-supervised). We present an algorithm

for mining a dictionary of Rosetta Neurons across sev-

eral popular vision models: Class Supervised-ResNet50,

DINO-ResNet50, DINO-ViT, MAE, CLIP-ResNet50, Big-

GAN, StyleGAN-2, StyleGAN-XL. Our findings suggest that

certain visual concepts and structures are inherently em-

bedded in the natural world and can be learned by differ-

ent models regardless of the specific task or architecture,

and without the use of semantic labels. We can visualize

shared concepts directly due to generative models included

in our analysis. The Rosetta Neurons facilitate model-to-

model translation enabling various inversion-based manip-

ulations, including cross-class alignments, shifting, zoom-

ing, and more, without the need for specialized training.

* Equal contribution.

1. Introduction

One of the key realizations of modern machine learn-

ing is that models trained on one task end up being useful

for many other, often unrelated, tasks. This is evidenced

by the success of backbone pretrained networks and self-

supervised training regimes. In computer vision, the pre-

vailing theory is that neural network models trained for var-

ious vision tasks tend to share the same concepts and struc-

tures because they are inherently present in the visual world.

However, the precise nature of these shared elements and

the technical mechanisms that enable their transfer remain

unclear.

In this paper, we seek to identify and match units that

express similar concepts across different models. We call

them Rosetta 1 Neurons (see fig. 1). How do we find them,

considering it is likely that each model would express them

differently? Additionally, neural networks are usually over-

parameterized, which suggests that multiple neurons can

Project page, code and models: https://yossigandelsman.

github.io/rosetta_neurons
1The Rosetta Stone is an ancient Egyptian artifact, a large stone in-

scribed with the same text in three different languages. It was the key to

deciphering Egyptian hieroglyphic script. The original stone is on public

display at the British Museum in London.

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Figure 2: Visualization of all the concepts for one class. An example of the set of all concepts emerging for ImageNet “Tench” class

by matching the five discriminative models from Table 2 and clustering within StyleGAN-XL. GAN heatmaps are visualized over one

generated image.

express the same concept (synonyms). The layer and chan-

nel that express the concept would also differ between mod-

els. Finally, the value of the activation is calibrated dif-

ferently in each. To address these challenges, we care-

fully choose the matching method we use. We found that

post ReLU/GeLU values tend to produce distinct activation

maps, thus these are the values we match. We compare units

from different layers between the models while carefully

normalizing the activation maps to overcome these differ-

ences. To address synonym neurons, we also apply our

matching method on a model with itself and cluster units

together according to the matches.

We search for Rosetta Neurons across eight differ-

ent models: Class Supervised-ResNet50 [13], DINO-

ResNet50, DINO-ViT [4], MAE [12], CLIP-ResNet50 [24],

BigGAN [3], StyleGAN-2 [15], StyleGAN-XL [29]. We

apply the models to the same dataset and correlate different

units of different models. We mine the Rosetta neurons by

clustering the highest correlations. This results in the emer-

gence of model-free global representations, dictated by the

data.

Fig. 2 shows an example image and all the activation

maps from the discovered Rosetta Neurons. The activa-

tion maps include semantic concepts such as the person’s

head, hand, shirt, and fish as well as non-semantic concepts

like contour, shading, and skin tone. In contrast to the cel-

ebrated work of Bau et al. on Network Dissection [2, 1],

our method does not rely on human annotations or semantic

segmentation maps. Therefore, we allow for the emergence

of non-semantic concepts.

The Rosetta Neurons allow us to translate from one

model’s “language” to another. One particularly useful type

of model-to-model translation is from discriminative mod-

els to generative models as it allows us to easily visualize

the Rosetta Neurons. By applying simple transformations

to the activation maps of the desired Rosetta Neurons and

optimizing the generator’s latent code, we demonstrate re-

alistic edits. Additionally, we demonstrate how GAN inver-

sion from real image to latent code improves when the opti-

mization is guided by the Rosetta Neurons. This can be fur-

ther used for out-of-distribution inversion, which performs

image-to-image translation using a regular latent-to-image

GAN. All of these edits usually require specialized training

(e.g. [8, 14, 38]), but we leverage the Rosetta Neurons to

perform them with a fixed pre-trained model.

The contributions of our paper are as follows:

• We show the existence of Rosetta Neurons that share

the same concepts across different models and training

regimes.

• We develop a method for matching, normalizing, and

clustering activations across models. We use this

method to curate a dictionary of visual concepts.

• The Rosetta Neurons enables model-to-model trans-

lation that bridges the gap between representations in

generative and discriminative models.

• We visualize the Rosetta Neurons and exploit them as

handles to demonstrate manipulations to generated im-

ages that otherwise require specialized training.

2. Related Work

Visualizing deep representations. The field of inter-

preting deep models has been steadily growing, and in-

cludes optimizing an image to maximize the activations of

particular neurons [36, 33, 22], gradient weighted activa-

tion maps [32, 23, 25, 30], nearest neighbors of deep fea-

ture representations [20], etc. The seminal work of Bau et

al. [1, 2] took a different approach by identifying units that

have activation maps highly correlated with semantic seg-

ments in corresponding images, thereby reducing the search

space of meaningful units. However, this method neces-

sitates annotations provided by a pre-trained segmentation

network or a human annotator and is confined to discover-

ing explainable units from a predefined set of classes and

in a single model. Whereas all previous works focused on

analyzing a single, specific neural network model, the fo-

cus of our work is in capturing commonalities across many

different networks. Furthermore, unlike [2, 1], our method

does not require semantic annotation.

Explaining discriminative models with generative

models. GANAlyze [10] optimized the latent code of a pre-

trained GAN to find directions that affect a classifier deci-

sion. Semantic Pyramid [31] explored the subspaces of gen-

erated images to which the activations of a classifier are in-

variant. Lang et al. [21] trained a GAN to explain attributes

that underlie classifier decisions. In all of these cases, the
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Figure 3: Rosetta Neuron Dictionary. A sample from the dictionary curated for the ImageNet class “Briard”. The full dictionary can

be found in the supplementary material. The figure presents 4 emergent concepts demonstrated in 3 example images. For each model, we

present the normalized activation maps of the Rosetta Neuron matching the shared concept.
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Figure 4: Rosetta Neurons guided image inversion. An input image is passed through a discriminative model D (i.e.: DINO) to obtain

the Rosetta Neurons’ activation maps. Then, the latent code Z of the generator is optimized to match those activation maps, according to

the extracted pairs.

point where the generative and discriminative models com-

municate is in the one “language” they both speak - pixels;

which is the output of the former and an input of the latter.

Our method for bridging this gap takes a more straightfor-

ward approach: we directly match neurons from pre-trained

networks and identify correspondences between their inter-

nal activations. Moreover, as opposed to [21] and [31], our

method does not require GAN training and can be applied

to any off-the-shelf GAN and discriminative model.

Analyzing representation similarities in neural net-

works. Our work is inspired by the neuroscience literature

on representational similarity analysis [18, 7] that aims to

extract correspondences between different brain areas [11],

species [19], individual subjects [5], and between neural

networks and brain neural activities [34]. On the computa-

tional side, Kornblith et al. [17] aimed to quantify the sim-

ilarities between different layers of discriminative convo-

lutional neural networks, focusing on identifying and pre-

serving invariances. Esser, Rombach, and Ommer [9, 28]

trained an invertible network to translate non-local con-

cepts, expressed by a latent variable, across models. In con-

trast, our findings reveal that individual neurons hold shared

concepts across a range of models and training regimes

without the need to train a specialized network for trans-

lation. This leads to another important difference: the con-

cepts we discover are local and have different responses for

different spatial locations in an image. We can visualize

these responses and gain insights into how these concepts

are represented in the network.

3. Method

Our goal is to find Rosetta Neurons across a variety

of models. We define Rosetta Neurons as two (or more)

neurons in different models whose activations (outputs) are

positively correlated over a set of many inputs. Below we

explain how to find Rosetta Neurons across a variety of

models and describe how to merge similar Rosetta Neurons

into clusters that represent the same concepts.

3.1. Mining common units in two models

Preliminaries. Given two models F (1), F (2), we run n

inputs through both models. For discriminative models, this

means a set of images {Ii}
n
i=1. If one of the models is gen-

erative, we first sample n random input noises {Zi}
n
i=1 and

generate images Ii = F (1)(zi) that will be the set of inputs

to the discriminative model F (2). We denote the set of ex-

tracted activation maps of F by F act. The size |F act| is the

total number of channels in all the layers. The j-th interme-

diate activation map of F when applied to the i-th input is

then F
j
i . That is F

j
i = F j(Ii) for a discriminative model

and F
j
i = F j(zi) for a generative one.

Comparing activation maps. To compare units F (1)j

and F (2)k, namely, the j-th unit from the first model with
the k-th unit from the second one, we first bilinearly inter-
polate the feature maps to have the same spatial dimensions
according to the maximum of the two map sizes. Our ap-
proach to perform matching is based on correlation, similar
to [18], but taken across both data instances and spatial di-
mensions. We then take the mean and variance across the
n images and across the spatial dimensions of the images,
where x combines both spatial dimensions of the images.

F j =
1

nm2

∑

i,x

F
j
i,x

var(F j) =
1

nm2 − 1

∑

i,x

(

F
j
i,x − F j

)2
(1)

Next, the measure of distance between two units is calcu-
lated by Pearson correlation:

d(F (1)j
, F

(2)k) =

∑

i,x

(

F
(1)j
i,x − F (1)j

)(

F
(2)k
i,x − F (2)k

)

√

var(F (1)j) · var(F (2)k)
(2)

In our experiments, this matching is computed between

a generative model G and a discriminative model D. The
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images used for D are generated by G applied to n sampled

noises.
Filtering “best buddies” pairs. To detect reliable

matches between activation maps, we keep the pairs that
are mutual nearest neighbors (named “best-buddies” pairs
by [6]) according to our distance metric and filter out any
other pair. Formally, our set of “best buddies” pairs is:

BB(F (1)
, F

(2);K) = {(j, k)|

F
(1)k ∈ KNN(F (2)j

, F
(1)act;K)

∧ F
(2)j ∈ KNN(F (1)k

, F
(2)act;K)}

(3)

Where KNN(F (a)j , F (b)act) is the set of the K-nearest neigh-

bors of the unit j from model F (a) among all the units in model

F (b):

KNN(F (a)j
, F

(b)act;K) = argmin
q1...qK⊆F (b)act

K
∑

k=1

d(F (a)j
, qk)

As shown in [6], the probability of being mutual nearest neighbors

is maximized when the neighbors are drawn from the same distri-

bution. Thus, keeping the “best buddies” discards noisy matches.

3.2. Extracting common units in m models

Merging units between different models. To find similar ac-

tivation maps across many different discriminative models Di, i ∈
[m], we merge the “best buddies” pairs calculated between Di and

a generator G for all the i’s. Formally, our Rosetta units are:

R(G,D1...Dm) = {(j, k1, ..., km)|∀i : (j, ki) ∈ BB(G,Di)}
(4)

This set of tuples includes the “translations” between simi-

lar neurons across all the models. Note that when m = 1,

R(G,D1) = BB(G,D1).
Clustering similar units into concepts. Empirically,

the set of Rosetta units includes a few units that have sim-

ilar activation maps for the n images. For instance, multi-

ple units may be responsible for edges or concepts such as

“face.” We cluster them according to the self “best-buddies”

of the generative model, defined by BB(G,G;K). We set

two Rosetta Neurons in R to belong to the same cluster if

their corresponding units in G are in BB(G,G;K).
Curating a dictionary. After extracting matching units

for a dataset across a model zoo, we enumerate the sets of

matching Rosetta Neurons in the clustered R. Fig. 3 is a

sample from such a dictionary. Fig. 2 shows a list of all the

concepts for a single image. Since the concepts emerge and

are not related to human annotated labels, we simply enu-

merate them and present each concept on several example

images to visually identify it. Using 1600 instances gener-

ated by the GAN, Distances are taken between all possible

bipartite pairs of units, the K = 5 nearest neighbors are

extracted, from which Best-Buddies are filtered. Typically

for the datasets and models we experimented with, around

50 concepts emerge. The exact list of models used in our

experiments and the datasets they were trained on can be

found in Table. 2. See supplementary material for the dic-

tionaries.

Figure 5: Out-of-distribution inversions. By incorporating

the Rosetta Neurons in the image inversion process, we can in-

vert sketches and cartoons (first row), and generate similar in-

distribution images (last row). A subset of the Rosetta Neurons

from the input images that were matched during the inversion pro-

cess is shown in the middle rows.

4. Visualizing the Rosetta Neurons

As we involve a generative model in the Rosetta Neu-

rons mining procedure, we can utilize it for visualizing the

discovered neurons as well. In this section, we present how

to visualize the neurons via a lightweight matches-guided

inversion technique. We then present how direct edits of the

activation maps of the neurons can translate into a variety of

generative edits in the image space, without any generator

modification or re-training.

4.1. Rosetta Neurons­Guided Inversion

To visualize the extracted Rosetta Neurons, we take in-

spiration from [31], and use the generative model G to pro-

duce images for which the generator activation maps of the

Rosetta Neurons best match to the paired activation maps

extracted from D(Iv), as shown in figure 4. As opposed to

[31], we do not train the generative model to be conditioned

on the activation maps. Instead, we invert images through

the fixed generator into some latent code z, while maximiz-

ing the similarity between the activation maps of the paired

Rosetta Neurons. Our objective is:

argmin
z

(−Lact(z, Iv) + αLreg(z)) (5)

Where α is a loss coefficient, Lreg is a regularization term
(L2 or L1), and Lact(z, Iv) is the mean of normalized sim-
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ilarities between the paired activations:

Lact(z, Iv) =

1

|BB(G,D)|

∑

(j,k)∈
BB(G,D)

∑

x

(

Gj
x −Gj

)(

Dk
x −Dk

)

√

var(Gj) · var(Dk)
(6)

Where Gj is the j-th activation map of G(z) and Dk is the

k-th activation map of D(Iv). For obtaining this loss, we

use the mean and variance precomputed by Eq. 1 over the

entire dataset during the earlier mining phase. However,

we calculate the correlation over the spatial dimensions of

a single data instance.

The Rosetta neurons guided inversion has two typical

modes. The first mode is when both the initial activation

map and the target one have some intensity somewhere in

the map (e.g. two activation maps that are corresponding to

“nose” are activated in different spacial locations). In this

case, the visual effect is an alignment between the two acti-

vation maps. As many of the Rosetta neurons capture object

parts, it results in image-to-image alignment (e.g., fig. 6).

The second mode is when either the target or the initial ac-

tivation map is not activated. In this case, a concept will

appear or disappear (e.g., fig. 9).

Visualizing a single Rosetta Neuron. We can visualize

a single Rosetta Neuron by modifying the loss in our inver-

sion process (eq. 6). Rather than calculating the sum over

the entire set of Rosetta Neurons, we do it for a single pair

that corresponds to the specific Rosetta neuron. When this

optimization procedure is applied a few times on the same

input neuron pair starting from a few different randomly ini-

tialized latent codes, we get a diverse set of images that are

matching to the same activation map of the wanted Rosetta

Neuron. This allows a user to disentangle and detect what is

the concept that is specifically represented by the given neu-

ron. Figure 1 present two optimized images for each of the

presented Rosetta Neurons. This visualization allows the

viewer to see that Concept #1 corresponds to the concept

“red color,” rather than to the concept “hat.”

Inverting out-of-distribution images. The inversion

process presented above does not use the generated image

in the optimization, as opposed to common inversion tech-

niques that calculate the pixel loss or perceptual loss be-

tween the generated image the input image. Our optimiza-

tion process does not compare the image pixel values, and

as many of the Rosetta Neurons capture high-level seman-

tic concepts and coarse structure of the image, this allows

us to invert images outside of the training distribution of the

generative model. Figure 6 presents a cross-class image-

to-image translation that is achieved by Rosetta Neurons

guided inversion. As shown, the pose of the input images of

dogs is transferred to the poses of the optimized cat images,

Figure 6: Cross-class image-to-image translation. Rosetta

Neurons guided inversion of input images (top row) into a Style-

GAN2 trained on LSUN cats [35], allows us to preserve the pose

of the animal while changing it from dog to cat (bottom row). See

supplementary material for more examples.

as the Rosetta Neurons include concepts such as “nose,”

“ears,” and “contour” (please refer to Figure 1 for a subset

of the Rosetta Neurons for this set of models).

Figure 5 presents the inversion results for sketches and

cartoons, and a subset of the Rosetta Neurons that were used

for optimization. As shown, the matches-guided inversion

allows us to “translate” between the two domains via the

shared Rosetta Neurons and preserve the scene layout and

object pose. Our lightweight method does not require dedi-

cated models or model training, as opposed to [38, 14].

Inverting in-distribution images. We found that adding

the loss term in eq. 5 to the simple reconstruction loss ob-

jective improves the inversion quality. Specifically, we op-

timize:

argmin
z

(Lrec(G(z), Iv) + αLreg(z)− βLact(z, Iv)) (7)

Where Lrec is the reconstruction loss between the gener-

ated image and the input image, and β is a loss coefficient.

The reconstruction loss can be pixel loss, such as L1 or L2

between the two images, or a perceptual loss.

We compare the inversion quality with and without the

Rosetta Neurons guidance and present the PSNR, SSIM,

and LPIPS [37] for StyleGAN-XL inversion. We use solely

a perceptual loss as a baseline, similarly to [29]. We add our

loss term to the optimization, where the Rosetta Neurons

are calculated from 3 sets of matches with StyleGAN-XL:

matching to DINO-RN, matching to CLIP-RN, and match-

ing across all the discriminative models in Table 2. We use

the same hyperparameters as in [29], and set α = 0.1 and

β = 1.

Table 1 presents the quantitative inversion results for

5000 randomly sampled images from the ImageNet valida-

tion set (10% of the validation set, 5 images per class), as

done in [29]. Figure 7 presents the inversion results for the

baseline and for the additional Rosetta Neurons guidance

using the matches between all the models. As shown qual-

itatively and quantitatively, the inversion quality improves
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PSNR ↑ SSIM ↑ LPIPS ↓
Perceptual loss 13.99 0.340 0.48

+DINO matches 15.06 0.360 0.45

+CLIP matches 15.20 0.362 0.44

+All matches 15.42 0.365 0.46

Table 1: Inversion quality on ImageNet. We compare the inver-

sion quality for StyleGAN-XL when Rosetta Neurons guidance

is added, for 3 sets of matches - StyleGAN-XL & DINO-RN,

StyleGAN-XL & CLIP-RN and all the models from figure 3.

Model Training dataset Resolution

StyleGAN-XL ImageNet 256

StyleGAN2 LSUN(cat) 256

StyleGAN2 LSUN(horse) 512

BigGAN ImageNet 256

ResNet50 ImageNet 224

DINO-ResNet50 ImageNet 224

DINO-VIT-base ImageNet 224

MAE-base ImageNet 224

CLIP WebImageText 224

Table 2: Models used in the paper.

when the Rosetta Neurons guiding is added. We hypothe-

size this is due to the optimization objective that directly

guides the early layers of the generator and adds layout

constraints. These soft constraints reduce the optimization

search space and avoid convergence to local minima with

low similarity to the input image.

4.2. Rosetta Neurons Guided Editing

The set of Rosetta Neurons allows us to apply controlled

edits on a generated image Isrc = G(z) and thus to provide

a counterfactual explanation to the neurons. Specifically,

we modify the activation maps corresponding to the Rosetta

Neurons, extracted from G(z), and re-optimize the latent

code to match the edited activation maps according to the

same optimization objective presented in eq. 5. As opposed

to previous methods like [8], which trained a specifically

designed generator to allow disentangled manipulation of

objects at test-time, we use a fixed generator and only opti-

mize the latent representation. Next, we describe the differ-

ent manipulation that can be done on the activation maps,

before re-optimizing the latent code:

Zoom-in. We double the size of each activation map

that corresponds to a Rosetta Neurons with bilinear inter-

polation and crop the central crop to return to the original

activation map size. We start our re-optimization from the

same latent code that generated the original image.

Shift. To shift the image, we shift the activation maps

directly and pad them with zeros. The shift stride is relative

to the activation map size (e.g. we shift a 4 × 4 activation

map by 1, while shifting 8× 8 activation maps by 2).

Copy & paste. We shift the activation maps twice into

two directions (e.g. left and right), creating two sets of ac-

tivation maps - left map, and right map. We merge them by

copying and pasting the left half of the left activation map

Input Image Perceptual Loss +Ours

Figure 7: Image inversions for StyleGAN-XL. We compare in-

versions by optimizing perceptual loss only (second column), to

additional Rosetta Neurons guidance loss, with matches calculated

across all the models presented in Figure 3 (third column). See

supplementary material for more examples.

and the right half of the right activation map. We found

that starting from random z rather than z that generated the

original image obtains better results.

Figure 8 shows the different image edits that are done via

latent optimization to match the manipulated Rosetta Neu-

rons. We apply the edits for two different generative models

(BigGAN and StyleGAN2) to show the robustness of the

method to different architectures.

Fine-grained Rosetta Neurons edit. Our optimization

procedure allows us to manipulate a subset of the Rosetta

Neurons, instead of editing all of the neurons together.

Specifically, we can manually find among the Rosetta Neu-

rons a few that correspond to elements in the image that we

wish to modify. We create “ground truth” activations by

modifying them manually and re-optimizing the latent code

to match them. For example - to remove concepts specified

by Rosetta Neurons, we set their values to the minimal value

in their activation maps. We start our optimization from the

latent that corresponds to the input image and optimize until

the picked activation maps converge to the manually edited

activation maps. Figure 9 presents examples of removed

Rosetta Neurons. Modifying only a few activation maps (1

or 2 in the presented images) that correspond to the objects
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Input Image Zoom In Shift Copy & Paste

Figure 8: Rosetta Neurons guided editing. Direct manipula-

tions on the activation maps corresponding to the Rosetta neurons

are translated to manipulations in the image space. We use two

models (top row - StyleGAN2, bottom two rows - BigGAN) and

utilize the matches between each of them to DINO-RN.

Figure 9: Single Rosetta Neurons Edits. We optimize the latent

input s.t. the value of a desired Rosetta activation reduces. This

allows removing elements from the image (e.g. emptying the beer

in the glass, reducing the water stream in the fountain, and remov-

ing food from a plate). See appendix for more examples.

we aimed to remove, allows us to apply realistic manipu-

lations in the image space. As opposed to [2], we do not

rewrite the units in the GAN directly and apply optimiza-

tion instead, as we found that direct edits create artifacts in

the generated image for large and diverse GANs.

Implementation details. For the re-optimization step,

we train z for 500 steps, with Adam optimizer [16] and a

learning rate of 0.1 for StyleGAN2 and 0.01 for BigGAN.

Following [29], the learning rate is ramped up from zero lin-

early during the first 5% of the iterations and ramped down

to zero using a cosine schedule during the last 25% of the

iterations. We use K = 5 for calculating the nearest neigh-

bors. The inversion and inversion-based editing take less

than 5 minutes per image on one A100 GPU.

5. Limitations

Our method can not calculate GAN-GAN matches di-

rectly, only through a discriminative model. Unlike dis-

criminative models that can receive the same input image,

making two GANs generate the same image is not straight-

forward. Consequently, we only match GANs with discrim-

inative models.

Secondly, we were unsuccessful when applying our ap-

proach to diffusion models, such as [27]. We speculate that

this is due to the autoregressive nature of diffusion models,

where each step is a conditional generative model from im-

age to image. We hypothesize that as a result, the noisy

image input is a stronger signal in determining the outcome

of each step, rather than a specific unit. Thus, the units in

diffusion models have more of an enhancing or editing role,

rather than a generating role, which makes it less likely to

identify a designated perceptual neuron.

Lastly, our method relies on correlations, and therefore

there is a risk of mining spurious correlations. As shown

in Figure 3, the dog in the third example does not have its

tongue visible, yet both StyleGAN-XL and DINO-RN acti-

vated for Concept #1 in a location where the tongue would

typically be found. This may be due to the correlation be-

tween the presence of a tongue and the contextual informa-

tion where it usually occurs.

6. Conclusion

We introduced a new method for mining and visualiz-

ing common representations that emerge in different visual

models. Our results demonstrate the existence of specific

units that represent the same concepts in a diverse set of

deep neural networks, and how they can be utilized for var-

ious generative tasks via a lightweight latent optimization

process. We believe that the found common neurons can

be used in a variety of additional tasks, including image re-

trieval tasks and more advanced generative tasks. Addition-

ally, we hope that the extracted representations will shed

light on the similarities and dissimilarities between models

that are trained for different tasks and with different archi-

tectures. We plan to explore this direction in future work.
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