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Abstract

Image matching is a fundamental and critical task in var-
ious visual applications, such as Simultaneous Localization
and Mapping (SLAM) and image retrieval, which require
accurate pose estimation. However, most existing methods
ignore the occlusion relations between objects caused by
camera motion and scene structure. In this paper, we pro-
pose Occ2Net, a novel image matching method that models
occlusion relations using 3D occupancy and infers match-
ing points in occluded regions. Thanks to the inductive
bias encoded in the Occupancy Estimation (OE) module,
it greatly simplifies bootstrapping of a multi-view consis-
tent 3D representation that can then integrate information
from multiple views. Together with an Occlusion-Aware
(OA) module, it incorporates attention layers and rotation
alignment to enable matching between occluded and visible
points. We evaluate our method on both real-world and sim-
ulated datasets and demonstrate its superior performance
over state-of-the-art methods on several metrics, especially
in occlusion scenarios.

1. Introduction

Image matching is a fundamental and critical task in

various visual applications, such as SLAM and image re-

trieval. It aims to identify and correspond to the same or

similar structure/contents from two or more images. Im-

age matching can be divided into two categories: feature-

based methods [36, 22, 11, 37] and dense methods [40, 16].

Feature-based methods extract sparse keypoints and de-

scriptors from images and match them based on similar-

ity metrics, while dense methods estimate dense correspon-

dences between pixels or patches of images.

However, both types of methods struggle with occlusion

scenarios, which are frequent in real-world environments.

Fig. 1 shows an example of these challenges. The two

images have a large disparity due to camera motion. Al-

though there are considerable overlapping regions, the large

Figure 1. Schematic diagram of the Occ2Net. (a) and (b) are im-

ages taken from different viewpoints, while (c) shows the match-

ing process for occluded regions. In (c), two monitors are shown

with green and red masks indicating areas that are visible in (b) but

occluded in (a). By using Occ2Net to extract consistent occupancy

features and match them between (a) and (b), the monitors that are

occluded in (a) can still be matched in (b), thus enabling Occ2Net

to have the ability to perform matching under occlusion.

disparity causes occlusion, which significantly reduces the

number of visible matching pairs. Moreover, in this exam-

ple, both the ground and wall in the scene have low texture,

and large areas are visible in image (b) but occluded in im-

age (a), such as the two distinguishable monitors marked

as green and red. These factors make it difficult for exist-

ing algorithms to extract enough matching pairs for camera

pose estimation. Scenarios like these are common in indoor

navigation or autonomous driving. To tackle these prob-

lems, we propose a novel image matching method called

Occ2Net, which matches not only the visible point pairs but

also the occluded points and the visible points.

Based on this observation, we design Occ2Net to match

3D points. Following NeRF [26], we treat each pixel as

a ray emitted from the corresponding camera. NeRF [26]

obtains 3D points along the ray by sampling at equal inter-

vals and learns their information by differentiable render-
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ing. However, in the matching algorithm, we do not have

pose information at inference time, so we simplify the sam-

pling along the ray to two points: one visible point and one

occluded point. At training time, we use ground truth depths

and poses to reproject and determine whether a 3D point is

occluded or visible.

Based on these simplifications, Occ2Net extends the

matching between visible-visible points to matching be-

tween visible-occluded points. To achieve this goal, we use

a 3D Occupancy Estimation (OE) Module, which greatly

simplifies the multi-view 3D representation, following [5,

25]. Due to the difficulty of 3D matching, the large GPU

memory for occupancy and the error in the occupancy es-

timation, we do not use the occupancy of the whole image

to estimate the matching. We use a coarse-to-fine structure

instead. The Occlusion-Aware (OA) module is used in the

coarse stage to obtain the matching between patches and the

OE module is used to obtain the fine matching points.

We evaluate our proposed method on two datasets: Scan-

Net [7] and TartanAir [45], containing real-world and simu-

lated scenes with various degrees of occlusion. We compare

our method with several state-of-the-art feature-based and

dense methods on several metrics. Experiments show that

our method achieves superior accuracy on both datasets,

outperforming existing methods by large margins. More-

over, our method demonstrates robustness and efficiency

under occlusion scenarios.

In conclusion, we propose an image matching algorithm

that is aware of occluded points and outperforms state-of-

the-art methods on both real-world and synthetic datasets.

Specifically, our contributions are:

• We propose Occ2Net, a novel occlusion-aware image

matching algorithm that uses 3D occupancy to model

the occlusion relations between objects and infer the

location of matching points in occluded regions.

• We combine an Occupancy Estimation (OE) mod-

ule with an Occlusion-Aware (OA) module to enable

visible-occluded matching using a coarse-to-fine struc-

ture with occupancy estimation.

• Our experiments show Occ2Net achieves state-of-the-

art pose estimation accuracy on both the real-world

dataset ScanNet and the simulated dataset TartanAir.

2. Related Work
Traditional keypoint detection and feature descrip-

tion methods are widely used for image matching. There

are three basic steps in traditional method: interest points

detection, feature description, and feature matching. In or-

der to perform better image matching, before the era of deep

learning, computer vision researchers have designed many

hand-crafted feature descriptors, e.g. SIFT [22], SURF

[3], ORB [36], DISK [43], etc., which are invariant under

changes of lighting, exposure or camera movement. Feature

detection and description are widely used in modern SLAM

systems. For example, the ORB-SLAM [28, 29, 4] series is

designed based on ORB [36] descriptors. Feature matching

is the process of calculating the distances between feature

vectors. Commonly used metrics defined on feature vec-

tors include Euclidean distance [8], Hamming distance [30],

and cosine distance [38]. However, they have limited ability

to capture semantic information and handle large viewpoint

changes.

Learnable detection and matching methods based on
neural networks have emerged with the development of

deep learning algorithms. LIFT [48] and MagicPoint [10]

are the first learning-based methods. Then the SuperPoint

[11], a self-supervised training method, came to everyone’s

eyes. SuperPoint [11] is built upon MagicPoint [10] and

uses Homographic Adaptation to generate pseudo-ground

truth matching for supervision. The above-mentioned meth-

ods use the nearest neighbor searching to find matches

among the detected interest points. SuperGlue [37] lever-

ages a graph neural network [39](GNN) to learn priors

of transformations and regularities of the 3D world and

achieves state-of-the-art results on pose estimation task.

The SuperPoint [11] + SuperGlue [37] is widely used in

SLAM systems [31, 47] and inspired a series of detector-

based deep learning approaches [18, 53, 49, 51, 23, 22].

D2-Net [13] jointly trains the feature detectors and descrip-

tors, and guides the detection of interest points through the

descriptors. These methods learn stronger semantic features

from a large amount of data and achieve impressive results.

However, they still rely on keypoint detection as an inter-

mediate step, which may introduce error or miss matches.

End-to-end detector-free image matching algorithms

have been proposed in the past two years. Detector-free

methods [33, 20] skip the feature detector phase and di-

rectly match dense pixels. NCNet [35] proposes an end-to-

end CNN that outputs matches by analyzing neighborhood

consensus patterns from of all possible correspondences.

Recently, Transformers [44] are getting more attention in

computer vision tasks. COTR [16] is a Transformer-based

method using zooming in method to obtain more accurate

matching. LoFTR [40] obtains confidence matrices for

coarse matching, and refines matching points positions at

fine level, both steps using self and cross attention layers in

Transformer. QuadTree LoFTR [41] is a follow-up method

on the LoFTR [40] framework, which uses a tree data struc-

ture, in which each internal node has exactly four children,

to improve matching accuracy. ASpanFormer [6] develops

an attention operation which adjusts attention span accord-

ing to the computed flow maps and the adaptive sampling

grid size. These methods can produce more accurate match-
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Figure 2. Occ2Net framework. We first extract features, then apply OA Module to obtain coarse matching patches, and finally combine

fine features with 3D occupancy estimates in OE Module for fine matching.

ing pairs by directly learning dense correspondences be-

tween images without keypoint detection. However, these

methods are still not robust enough for some practical ap-

plications such as SLAM, especially when part of objects

are occluded in the corresponding images.

Occlusion-aware algorithms The inpainting task and

the amodal perception task have some relevance to our

occlusion-aware image matching. [27] propose a novel task

named amodal panoptic segmentation. The goal of this task

is to simultaneously predict the pixel-wise semantic seg-

mentation labels of the visible regions of stuff classes and

the instance segmentation labels of both the visible and oc-

cluded regions of thing classes. [2] propose a Hierarchical

Occlusion Modeling (HOM) scheme to reason about the oc-

clusion by assigning a hierarchy to feature fusion and pre-

diction order. [17] mainly consider the relationship between

occlusion order and depth order. [1] provides an intuitive

understanding of the research hotspots, key technologies,

and future trends in the field of image amodal completion.

Amodal completion is still difficult for complex indoor and

outdoor scenes.

[19, 32, 12, 50, 52] have achieved impressive results in

image inpainting task. These algorithms, however, require

additional mask inputs and complement the missing tex-

tures based on surrounding information. In the matching

task, the occluded locations have foreground objects, so we

need to rely only on the visible partly-occluded objects and

not on the texture of the foreground objects to complete the

occlusion. Since lack of mask to identify occluded regions,

we apply positional encoding at multiple scales across the

entire image.

Visual Correspondence Hallucination [14] is able to out-

put the peaked probability distribution over the matching

location, regardless of the correspondent being visible, oc-

cluded, or outside the field of view. This method is mainly

for visualization purpose but cannot improve the accuracy

for pose estimation by our experiments.

In this paper, the occlusion-aware algorithm is com-

bined with the image matching algorithm and the 3D oc-

cupancy is estimated to infer the location of the occluded

points to achieve robust image matching.

3. Methods
An overview of our Occ2Net is presented in Fig.2, which

aids in matching under occlusion by implicitly modeling

the object-occlusion relationship. Our method has been

extensively tested on various scenarios of visible-visible

and visible-occluded and achieves comparable results with

state-of-the-art methods. However, in this section, our focus

is mainly on the challenging visible-occluded matching.

Our method consists of three modules. Firstly, we extract

multi-scale features (Sec. 3.2). Then we use OA Module

(Sec. 3.3) to perform coarse matching based on the feature

extraction output. Finally, we propose the OE Module (Sec.

3.4) to infer the location of exact matches of each coarse

patch.

3.1. Pipeline Overview

Our method takes two input images IA and IB of size

(H,W ) as shown in Fig. 2. It extracts multi-layer fea-

tures and adds multi-scale positional encodings PE, and

then outputs two types of features: coarse-level features F
of 1

8 resolution and fine-level features FG of 1
2 resolution.

The feature extraction also outputs feature tensors OF and

OV for 3D occupancy estimation. The OA Module first

9654



uses attention components to combine features F and ob-

tain F̃ , which have the same dimension as F . Then Rota-

tion Alignment is applied on each feature to rotate the corre-

sponding patch feature, as shown in Fig. 4. After Rotation

Alignment, we get features F̄ . The OE Module first esti-

mates the 3D occupancy O of each image by OF and OV

of 1
2 resolution. After that, OE Module obtains F̂ , the com-

bined feature of the 3D occupancy O and fine features FG

of the corresponding locations, based on the coarse match-

ing results. Finally, the location of the matching points are

deduced using attention.

3.2. Feature Extraction

Our feature extraction has three main functions: coarse

feature F extraction, fine feature FG extraction, and gen-

erating tensors OF and OV for 3D occupancy estimation.

For matching both visible and occluded points, we use a

pyramid structure [24] with a large receptive field and add

positional encoding [46] for different scales.

The pyramid structure helps recognizing the same object

of different scales due to different camera distances. In or-

der to match occluded patches with visible patches success-

fully, we enlarge the receptive field of the pyramid structure

and use more surrounding information for matching. As

Fig. 1 shows, the patches containing the chair in the im-

ages are different in the chair part but are very similar in the

surrounding region. It is a common phenomenon that the

image features surrounding matched occluded regions and

visible regions are similar. We also add positional encoding

of different scales, which enriches the features with posi-

tion information for correctly inferring the offsets of the oc-

cluded points from the above-mentioned similar surround-

ing region.

3.3. OA Module

We design the OA Module to achieve coarse matching.

The OA Module mainly consists of two parts: attention

component and Rotation Alignment. The attention com-

ponent deepens the understanding of the structure informa-

tion of the whole image through self-attention and cross-

attention, making the features more conducive to coarse

matching. The Rotation Alignment aims to better adapt

to different rotations between different viewpoints, which

makes both visible and occluded patches easier to match.

Rotation Alignment The Rotation Alignment selects

features with suitable rotation angles. After the attention

component, each feature retains the patch information of its

receptive field. The features of the left image after a suitable

rotation are closer to those of the right image, which further

is aware of occlusion and make patch matching easier.

For example, as Fig. 3 shows, we want to match the

points indicated by the arrows in Figure (a) and (b). The

points are occluded in Figure (a) but visible in Figure (b).

Figure 3. An example to illustrate the role of the Rotation
Alignment of OA Module. We want to match the points indi-

cated by the arrow in Figure (a) and (b). The points in Figure

(a) are occluded and visible in Figure (b). In the coarse matching

phase, we need to match the two green patches in Figure. How-

ever, due to the occlusion region, the features of the two patches

will differ slightly. The goal of the Rotation Alignment is to in-

crease the similarity of the features of the two patches.

Figure 4. Illustration of the rotation. Each patch is rotated inde-

pendently without changing the patch index. A rotated patch fea-

ture is obtained based on the features of its surrounding patches.

Red: original patch features, Blue: rotated patch features.

In the coarse matching phase, we need to match the two

green patches. However, due to the occlusion region, the

features of the two patches will differ slightly. Even though

we have expanded the receptive field in feature extraction

and introduced more surrounding information, we cannot

remove the effect of occlusion. The goal of the Rotation

Alignment is to increase the feature similarity of the two

patches.

Considering that we use 2D rotations to compensate for

the difference of 3D camera poses, the rotation angles of

different parts of the image should not be the same. And in

order to prevent the rotation from changing the indices of

the matching patches, we developed a local feature rotation

algorithm to perform rotation on each patch feature locally.

Since we do not know the appropriate rotation angle, we

use gumbel softmax to select the best matched rotation an-
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gle. Assuming that adjacent patches should have similar

features, that is, the feature vector of a patch F̃i,j can be

approximated to the mean of its surrounding patches:

F̃i,j ≈ 1

5

(
F̃i,j + F̃i−1,j + F̃i+1,j + F̃i,j−1 + F̃i,j+1

)
,

(1)

where F̃ is the feature map of the image, and the index

0 <= i < W
8 , 0 <= j < H

8 .

As shown in Fig. 4, given angle θ, we define the rotated

feature of patch F̃i,j by θ as

F̄
(θ)
i,j =

1

5

(
F̃

(θ)
i,j + F̃

(θ)
i−1,j + F̃

(θ)
i+1,j + F̃

(θ)
i,j−1 + F̃

(θ)
i,j+1

)
,

(2)

where

F̃
(θ)
i,j = F̃i,j ,

F̃
(θ)
i+1,j = F̃ (i+ cos θ, j + sin θ),

F̃
(θ)
i,j+1 = F̃ (i+ cos (θ +

π

2
), j + sin (θ +

π

2
)),

F̃
(θ)
i−1,j = F̃ (i+ cos (θ + π), j + sin (θ + π)),

F̃
(θ)
i,j−1 = F̃ (i+ cos (θ +

3π

2
), j + sin (θ +

3π

2
))

(3)

are the bilinear interpolations from its related features,

which can be computed efficiently using grid sample
function in PyTorch.

Since we do not know the ground truth rotation angle,

gumbel softmax [15] is used in subsequent coarse matching

module. In implementation we use θ ∈ {0◦, 30◦}.

3.4. OE Module

After obtaining the coarse-level patch matching, we use

the OE Module to implement fine matching, as shown in

Fig. 2. For points in visible patches, we calculate the off-

set from the center of the matched patch using the heatmap

produced by a small LoFTR module [40]. For points in

occluded patches, the position of the matching point is in-

ferred based on the visible contents around it, which are ob-

tained from the feature extraction, and local 3D occupancy.

The OE Module is used to compute the exact matching

points position. First, we design a 3D occupancy estimation

module. For each image, we obtain two tensors OF and OV

via the feature extraction. OF is the tensor of dimension

C× 1
2H× 1

2W ×1, where C is the number of channels. OV

is the tensor of dimension 1× 1
2H × 1

2W ×D, where D is

the resolution along the depth. We calculate a 4D tensor as

the outer product of OF and OV to represent the estimated

3D occupancy,

O = softmax(OF ⊗OV ). (4)

Based on the ground truth depths and camera poses, we

compute the ground truth 3D occupancy as supervision. We

will explain the 3D occupancy loss in Sec. 3.5.

We then combine the estimated 3D occupancy and fine

features via an attention module. Finally, based on the local

features and 3D occupancy of both images, we can infer the

specific location of each matching point.

There are two reasons why coarse-to-fine structure is

used and why the 3D occupancy estimation is used only

in fine structure: 1. The coarse-to-fine structure has been

shown effective for matching between visible points. 2. 3D

occupancy estimation by monocular models is not accurate,

while inferring obscured points is difficult. A coarse-to-fine

structure is used, while the fine feature is combined with the

3D occupancy, so that the 3D information estimated from

the 3D occupancy can be used to infer the location of the

occluded points. Thanks to coarse matching, the error of

the inference can be controlled within certain bounds.

For example, as shown in Fig. 3, we try to match the

green boxes in the left and right images. The features of the

matching points should be consistent with 3D occupancy.

We can infer from 3D occupancy that the arrow in the figure

indicates a fine matching pair.

3.5. Matching and Loss

Coarse-Matching Loss Our network treats the fol-

lowing as valid matches: visible-visible patches, visible-

occluded patches, and occluded-visible patches.

Based on the ground truth camera poses and depths, we

compute the reprojection of the left image patch. When

the projected depth of a patch is larger by a large margin

than the corresponding depth of the right image, we treat

the patch as being obscured by the object in front of it in the

right image. We define the ratio of occluded points to the

total number of pixels of the image as the occlusion ratio.

We obtain three sets of ground truth patch matching:

visible-visible matching M(v,v)
c−gt, visible-occluded matching

M(v,o)
c−gt, and occluded-visible matching M(o,v)

c−gt.

We use dual-softmax [34] to compute the matching prob-

ability for matches, following LoFTR [40]. Formally, the

confidence matrix PAB is obtained by

PAB = softmax
(S(i, · ))

j
· softmax

(S( · , j))
i
, (5)

where S is the score matrix calculated by

S(i, j) = 1

τ
〈F̄A

i , F̄B
j 〉. (6)

Considering local feature rotation, both the left and right

images have been rotated by 0◦ and θ. Therefore, we obtain

three confidence matrices:

P(0◦,0◦)
AB ,P(θ,0◦)

AB ,P(0◦,θ)
AB . (7)

Note that rotating both images by θ is equivalent to no rota-

tion. The gumbel softmax is then applied to the three confi-
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dence matrices to select the best matched rotation angles:

P̂AB =

gumbel softmax
(P(0◦,0◦)

AB ,P(θ,0◦)
AB ,P(0◦,θ)

AB

)
. (8)

We minimize the sum of loss over the three cases:

Lc =γ(M(v,v)
c−gt, P̂AB)

+ λ1γ(M(v,o)
c−gt, P̂AB) + λ1γ(M(o,v)

c−gt, P̂AB),
(9)

where γ is the negative log-likelihood loss used in LoFTR

[40]:

γ(M,P) = − 1∣∣M∣∣
∑

(i,j)∈M
logP(i, j). (10)

3D occupancy Loss To generate ground truth 3D occu-

pancy from ground truth depth and camera pose, we use the

following steps:

• Create a ground truth point cloud by combining the

depths and camera poses of both images.

• Convert the point cloud into a voxel representation by

dividing the 3D space into small cubic cells and as-

signing each cell a value based on its 3D occupancy.

• Project the voxel representation onto the current image

by using the camera pose as the world coordinate sys-

tem origin and setting the depth resolution to 64 vox-

els.

The 3D occupancy loss is:

Lo = ‖O −Ogt‖1, (11)

where O is the estimated 3D occupancy, Ogt is the ground

truth 3D occupancy.

Fine Matching Loss The target is to optimize the

weighted loss function proposed by LoFTR [40]:

Lf = L(v,v)
f + λ2L(v,o)

f + λ2L(o,v)
f , (12)

which is calculated by reprojection error.

Total Loss The final loss function consists of the coarse-

level loss, the fine-level loss, and the 3D occupancy loss:

L = Lc + λ3Lf + λ4Lo. (13)

3.6. Implementation Details

We used AdamW as the optimizer with a learning rate of

6e-3. The images are resized to 640 × 480 before feeding

them into the network. We set the λ1, λ2, λ3, and λ4 to

1.0, 1.0, 1.0, and 0.1, respectively, following the method

proposed by Sec 3. These parameters are chosen to balance

the accuracy and efficiency of image matching.

4. Experiments
4.1. Datasets

We validate the effectiveness of our method through the

experiments on real-world dataset ScanNet and simulated

dataset TartanAir. The MegaDepth [21] dataset is also com-

monly used for image matching, but it’s not adopted here

due to its relatively large depth map error. Because our

method heavily relies on the ground truth depth and oc-

cupancy, we believe that our algorithm is not suitable for

training on MegaDepth. TartanAir is a simulated dataset

that offers accurate camera pose and depth information and

includes outdoor scenes like MegaDepth. We use ScanNet

and TartanAir dataset to demonstrate the generalization and

adaptability of the algorithm in the case of inexact depth, as

well as its effectiveness in both indoor and outdoor scenar-

ios.

ScanNet We use ScanNet [7] to demonstrate the effec-

tiveness of our method for pose estimation. ScanNet is an

RGB-D video dataset containing 2.5 million views from

more than 1500 scans, annotated with 3D camera poses, sur-

face reconstructions, and instance-level semantic segmenta-

tions.

Following the evaluation procedure of SuperGlue [37],

we sample 230M image pairs for training with overlap

scores between 0.4 and 0.8. The overlap score of an image

pair is defined by reprojecting one image to the other using

the ground truth depths and poses, and calculating the pro-

portion of pixels that are not out of bounds after reprojec-

tion. We evaluate our method on the test set of 1500 image

pairs. All images and depth maps are resized to 640× 480.

TartanAir TartanAir [45] is a challenging synthetic

benchmark for evaluating SLAM algorithms. The dataset

contains both indoor and outdoor scenes, covering a large

variety of scenes and motion patterns. Data was collected in

a photorealistic simulation environment in the presence of

a variety of light conditions, weather, and moving objects.

Unlike ScanNet, which uses a physical data collection plat-

form to collect data, the depth and pose in the TartanAir

dataset are completely exact. We build the test set using

the same test split as Droid-SLAM [42], which contains 32

scenes. In each scenario, we randomly selected 50 image

pairs satisfying an overlap score between 0.4 and 0.8 and

an occlusion ratio larger than 0.3, resulting in a test set of

1600 image pairs.

4.2. Pose Estimation

Evaluation protocol Following SuperGlue [37], we re-

port the percentage AUC of the pose error at thresholds

(5◦, 10◦, 20◦), where the pose error is defined as the maxi-

mum of angular error in the rotation and displacement error

in the translation. To recover the camera poses, we solve the

essential matrix from predicted matches using RANSAC
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Figure 5. Matching examples of ScanNet, TartanAir-indoor, and TartanAir-outdoor. We compare the QuadTree LoFTR [41] with

our results. The green and yellow lines are proper matches by QuadTree LoFTR and Occ2Net, respectively, while the red lines are false

matches (error larger than 10 pixels). We highlight some matched pairs with the purple boxes. The blue mask with the same label indicates

the correct matching region. The left and right images in (a) include different sides of lectern � and Chair �, respectively. The left image

in (b) contains walls � and �, with Wall � partially obscured by the display. The right image in (b) contains only wall �. The left image

in (c) contains only lights � and �, while the right image contains lights �, � and �.

Method(ScanNet) Pose estimation AUC%

@5◦ @10◦ @20◦

SuperPoint 7.6 17.1 28.8

SuperPoint + SuperGlue 16.2 33.8 51.8

LoFTR 22.1 40.8 57.6

QuadTree LoFTR 24.9 44.7 61.8

ASpanFormer 25.6 46.0 63.3

Occ2Net-s 25.0 46.1 64.6
Occ2Net-l 28.0 48.7 66.9
Method(TartanAir) Pose estimation AUC%

@5◦ @10◦ @20◦

SuperPoint 13.1 27.9 30.0

SuperPoint + SuperGlue 17.3 24.8 32.5

LoFTR 17.6 26.2 34.1

QuadTree LoFTR 18.3 28.6 34.7

Occ2Net-s 20.1 32.2 43.4
Occ2Net-l 28.0 39.4 47.3

Table 1. Evaluation. The percentage AUC of pose error is reported.

Our approach outperforms state-of-the-art methods.

[9]. Note that the occluded points also lie on the epipolar

plane of the camera rays, which results in exactly the same

equations as used for traditional visible-visible matching.

Results of pose estimation As shown in Tab. 1, Our

method achieves the best performance in pose estimation

accuracy compared to all competitors on both ScanNet and

TartanAir. This shows that our method is effective for in-

door and outdoor, real and simulated scenarios. Occ2Net-s,

which is a truncated version of Occ2Net-l, does not distinct

Figure 6. Curves of the cumulative average pose error and the
cumulative amount of images (as the occlusion ratio gradually

increases).

between visible and occluded points in the attention compo-

nent, and use only one confidence matrix instead of three.

The Occ2Net-s has fewer parameters than QuadTree LoFTR

[41].

The shared weight has a certain impact on the final per-

formance. As we explained before, the exact location of the

matching point with occlusion is difficult to estimate, so the

increase of @5◦ is not obvious. However, the model without

shared weight is equivalent to adding the occluded match-

ing points with visible matching points. The two kinds of

matching will not affect each other, and the accuracy im-

provement is obvious.

The TartanAir test set contains more image pairs whose

occlusion ratio is larger than 40%, so the matching effect

improves even more.
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4.3. The effect of occlusion on pose estimation

Quantitatively To quantitatively analyze the effect of

occlusion on pose estimation, we compute the occlusion ra-

tio for all image pairs in the ScanNet test set. The occlusion

ratio is defined as the ratio of pixels that are visible in one

image but occluded in another. We sort the test set accord-

ing to the occlusion ratio, and plot the function of the cu-

mulative average pose error and the cumulative amount of

images, showing the relation of the mean estimation error

and the occlusion ratio. As shown in Fig. 6, our algorithm

has constantly low pose error on image pairs with low or

high occlusion ratio, while other algorithms fails more of-

ten on challenging cases.

Qualitatively Fig. 5 shows some examples of test

datasets compared with QuadTree LoFTR [41]. The green

and yellow lines are both properly matched, while the red

lines are false matches. We highlight some matched pairs

with the purple boxes. The first pair of images is difficult

to match due to the excessive disparity. It is difficult for

other algorithms to obtain the correct matching points, and

even insufficient matches for pose estimation. In addition

to adding matching points for low texture regions such as

walls, our algorithm also successfully matches lectures �,

and chair � with occluded ground, as shown by the purple

boxes in Fig. 5.

The second pair of images in Fig. 5 shows our algo-

rithm has a better understanding of the spatial structure,

thus more correct matching points are obtained. Occ2Net

can correctly match points that are occluded by the moni-

tor, as shown in the purple box. The two walls labeled �
are correct matches, while the QuadTree LoFTR has many

false matches between walls � and �. Although our algo-

rithm has a small number of points on wall � that match

the curtain, these points are within the acceptable margin of

error.

The third pair of images in Fig. 5 shows an outdoor scene

with multiple occlusions among buildings. Our algorithm

can obtain more matching point pairs, especially the match-

ing relationship represented by the red mask in the purple

box. Our method matches not only the two visible lights,

but also the occluded light �.

4.4. Ablation Study

To adequately understand the different modules in our

method, we evaluate several variants in ScanNet with re-

sults shown in Tab. 2. We use QuadTree LoFTR [41] as

baseline.

As shown in Tab. 2 1) and 2), only adding supervision

for visible-occluded points isn’t useful. In order to real-

ize the matching of visible points and occluded points, it is

necessary to design a network structure that can be aware of

occlusion and infer the occluded position.

Experiments(Occlusion) Pose estimation AUC%

@5◦ @10◦ @20◦

1) Baseline 24.9 44.7 61.8

2) Baseline + Occlusion loss 24.3 44.6 62.1

3) Occ2Net − Occlusion loss 24.4 45.4 63.3

4) Occ2Net (visible only) 24.3 45.2 63.2

Experiments(Module) Pose estimation AUC%

@5◦ @10◦ @20◦

5) Baseline + Feature extract 22.6 41.7 58.9

6) Exp. 4) + Occlusion loss 24.8 45.1 63.7

7) Baseline + OA Module 25.1 46.0 64.0

8) Occ2Net − Occupancy 25.7 46.4 64.2

9) Occ2Net 28.0 48.7 66.9

Table 2. Experiments of different variants: 1) Baseline: QuadTree

LoFTR [41]. 2) Baseline + Occlusion loss: only adding visible-

occluded matches for supervision; 3) Occ2Net - Occlusion loss:

Using Occ2Net without occlusion supervised; 4) Occ2Net(visible

only): Matching between only visible-visible points; 5) Baseline +

feature extraction: using our feature extraction backbone, instead

of LoFTR feature extraction backbone; 6) Exp. 4) + Occlusion

loss: using our feature extraction backbone and adding visible-

occluded matches for supervision; 7) Baseline + OA Module:

adding Rotation Alignment method; 8) Occ2Net - Occupancy:

Occ2Net without 3D occupancy estimation; 9) Occ2Net: our

method.

Comparing 4) and 9), pose estimation using only visible-

visible points significantly gets worse result compared to

using both occluded and visible points.

Comparing 1) and 5), our feature extraction provides ten-

sors for 3D occupancy estimation and has fewer parameters

than QuadTree LoFTR’s feature extraction, which leads to

poor matching effect of visible points. Comparing 5) and 6),

our feature extraction is valid for occluded point matching.

Comparing 9) and 8), the 3D occupancy estimation im-

proves the occluded point matching with occlusion supervi-

sion. Furthermore, by matching occluded and visible points

simultaneously, it also enhances the visible-visible match-

ing and thus refines the overall matching performance.

Note that all experiments in Tab. 2 cannot be directly

compared with Occ2Net-s because they contain different

number of parameters.

5. Conclusion
We introduce a way of matching images that takes into

account the points that are occluded by other objects. We

design a network structure, Occ2Net, that can be aware of

the existence of occluded points to some degree. Occ2Net

uses feature extraction to get multi-scale global and posi-

tional features that help guess the occlusion information.

The OA Module uses attention and Rotation Alignment,

which are useful for getting more correct matching pairs
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in the later coarse-to-fine process. The OE Module uses

3D occupancy estimation to combine fine features for fine

matching. Experiments show that our method achieves this

goal and greatly improves the accuracy of pose estimation.

We hope that our work paves the way for future researchers

to explore better image matching for occlusion scenarios.

Limitations Although our network can identify the oc-

cluded points and match them with the visible points, it is

hard to find out the exact location of these hidden points.

Even though we first suggested the idea of a ray made up

of visible and hidden points for image matching, we degen-

erate the ray to only two points because of data limitations.

In the future, more complex scenarios involving multiple

layers of occlusion should be considered.
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