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Abstract

While impressive progress has recently been made in image-oriented facial attribute translation, shape-oriented 3D facial attribute translation remains an unsolved issue. This is primarily limited by the lack of 3D generative models and ineffective usage of 3D facial data. We propose a learning framework for 3D facial attribute translation to relieve these limitations. Firstly, we customize a novel geometric map for 3D shape representation and embed it in an end-to-end generative adversarial network. The geometric map represents 3D shapes symmetrically on a square image grid, while preserving the neighboring relationship of 3D vertices in a local least-square sense. This enables effective learning for the latent representation of data with different attributes. Secondly, we employ a unified and unpaired learning framework for multi-domain attribute translation. It not only makes effective usage of data correlation from multiple domains, but also mitigates the constraint for hardly accessible paired data. Finally, we propose a hierarchical architecture for the discriminator to guarantee robust results against both global and local artifacts. We conduct extensive experiments to demonstrate the advantage of the proposed framework over the state-of-the-art in generating high-fidelity facial shapes. Given an input 3D facial shape, the proposed framework is able to synthesize novel shapes of different attributes, which covers some downstream applications, such as expression transfer, gender translation, and aging. Code at \url{https://github.com/NaughtyZZ/3D_facial_shape_attribute_translation_ssgmap}.

\textsuperscript{*}The corresponding author

1. Introduction

![Figure 1. Translation of 3D shape attributes to multiple domains that correspond to expressions, genders, and ages.](image)

The advancement of generative adversarial networks (GANs) has recently activated a lot of studies on face-related tasks, such as face synthesis [34, 7], facial image super-resolution [38, 32], and facial attribute translation [13, 1]. The rationale of these studies is to use an auxiliary discriminator network to regularize the output face with the learned distribution of facial data towards a specific category. The task of facial attribute translation is referred to as changing the particular aspect of a facial image, e.g. changing the expression [19] or the age [61] of a face, resulting in desired appearances. This task has many downstream applications in the media and film industry.

In the past, most methods in the field of facial attribute translation dealt with 2D facial images [11, 51, 55]. This is partly because 2D facial images are easily accessible and partly because deep learning based methods commonly work on image data with a regular grid. Nowadays, re-
searchers are paying more attention to 3D faces [18, 57, 50, 17, 21, 67, 49] for wider applications and more realistic rendering, due to advances in 3D imaging sensors and 3D applications. Editing 3D facial shape has attracted much interest in both the computer graphics and computer vision communities. Translation of 3D facial shapes provides geometric flexibility in addition to textures, thus resulting in vividness for facial rigging and animation [23, 40, 53, 25]. The 3D shape is also considered as a vital commodity of face to overcome pose and illumination challenges in existing face recognition literature [42, 65, 43].

In this work, we study the problem of 3D facial shape attribute translation. An example is shown in Figure 1. We denote attributes as inherent features of a 3D face, such as expression, age, and gender that correlate to shape variations. We also refer to some GAN-based domain adaptation works [13, 31], and define “domain” as a set of data with certain attribute values, e.g. 30-year-old males with neutral expression. We cast 3D facial attribute translation as a domain adaptation problem, which is naturally linked with GAN by its data-driven nature.

Applying state-of-the-art deep GANs on 3D geometry data is challenging, and the difficulties are mainly two-fold. Firstly, unlike facial images on a square Euclidean grid, 3D geometric data, in the case of facial surfaces, are on a Riemannian manifold. This hinders the application of state-of-the-art deep convolutional neural networks (CNNs) on 3D facial attribute translation. We refer to this as a problem of network compatibility. Secondly, unlike facial image data that are abundant for image translation tasks, there is a shortage of 3D facial data. This is limited by the popularity of 3D scanning devices. Moreover, most deep CNN based methods rely heavily on paired and labeled data. We refer to this as a problem of data scarcity.

For network compatibility, we design a geometric map that encodes 3D coordinates onto regular image grids. The adjacency information for 3D vertices is preserved in a local least-square manner while being constrained by symmetric property. This enables us to leverage symmetry, an important character of face in the learning process. In addition, the learning networks are end-to-end with a differentiable 3D-to-2D forward geometric mapping layer and a 2D-to-3D backward grid sampling layer.

For data scarcity, we employ a unified and unpaired GAN for multi-domain attribute translation. Firstly, we assume that the latent encodings of different domains should be cross-correlated to each other. Rather than learning the translation between every two domains separately, we learn a single generator for all domains, i.e. for expression, age, and gender translation tasks together. Secondly, we employ an unpaired framework, assuming that exactly paired data, i.e. different ages of a person are difficult to collect and different genders for the same identity are almost impossible in the real world. This mitigates the exact constraint for hardly accessible paired data. We also conduct data augmentation in training by adding random perturbations of scales and rotations of 3D facial shapes.

In summary, the main contributions of this paper are:

- We first propose a general and unified framework for multi-domain 3D facial attribute translation, which covers some shape-oriented applications including expression transfer, aging, and gender translation.

- We construct a novel geometric map for 3D face representation on a canonical 2D grid. The geometric map leverages symmetry of face and maintains the adjacency of 3D vertices in a local least-square manner.

- We make unpaired training of 3D facial shape data available on a geometric map with a hierarchical GAN architecture to suppress both global and local artifacts.

2. Related Work

The closely related fields to this work include GAN-based 2D image translation and 3D face manipulation with UV maps. We now briefly discuss the most related works in each field, respectively.

2.1. GAN-based 2D Image Translation

GAN is very popular for generating novel and realistic images [32, 44, 64, 66] because of its capability for modeling the distribution of a large amount of data. Many variants of GANs with different characteristics are proposed after the seminal work of Vanilla GAN [24].

Conditional GANs (CGANs) [46, 48] are originally proposed to generate samples conditioned on a specific class. CGANs commonly include class labels in both the generator and discriminator that are relevant to a specified task. For example, pix2pix [32] learns image-to-image translation with a CGAN architecture in a supervisory manner with paired data; Attgan [29] is able to change the specified attribute of a facial image.

CycleGAN [68] and DisCoGAN [36] release the paired data assumption by incorporating a cycle consistency loss that preserves the key attribute shared by input and output images. However, these GANs are limited to attribute translation tasks between two domains. Thus they cannot effectively make use of data that cover multiple domains. To alleviate the deterministic mapping problem, Huang et al. propose a MUNIT framework [30] by incorporating a style code to generate versatile images.

StarGANs [13, 14] can learn multi-domain attribute translation with the help of domain classification loss in addition to cycle consistency loss and adversarial loss. Generally, they can effectively learn both the global features shared by data in all domains and the local features hold
by data in a specific domain. U-GAT-IT [35] and Attention-gan [56] further employ the attention mechanism to generate high-quality foreground against background.

In this work, we borrow some key architectures in StarGANs [13, 14] for 2D images and design a geometric map elaborately for 3D facial data. We further incorporate them in an end-to-end adversarial learning framework with a novel hierarchical discriminator. Therefore, the proposed framework supports multi-domain 3D facial attribute translation in an unpaired manner with a single generator.

2.2. UV Maps for 3D Face Manipulation

In a departure from 2D images with pixels on a regular grid, raw 3D geometric data are commonly organized as irregular points. A common way to represent 3D facial data is to flatten the 3D surface onto a 2D UV plane, on which the locations of 3D vertices are encoded.

Blanz and Vetter [9] project the facial surface onto a cylindrical UV map for shape registration in their seminal work for 3D Morphable Model (3DMM). The 3D location of each vertex is encoded as height and distance to the cylindrical axis. The 3DMM is further used for an attribute translation task to manipulate weight, gender, and expressions [3].

Bagautdinov et al. [6] conduct non-rigid registration of 3D facial scans and deform a template face (as the average of all registered results) to a 2D plane. They further define a 3-channel image (UV map) surrounding the deformed template. This ensures topological neighbors on 3D are also topological neighbors on the image. This strategy to represent 3D facial data is used by many recent works [2, 22, 45, 47] for 3D faces. Generally, the locations of 3D vertices can be converted into an image-like tensor to apply the 2D convolutions [22]. An advantage over some other works with voxel/point/graph convolution [33, 52, 12, 41] is the high-frequency details can be preserved better.

In this work, we construct a novel UV map that supports forward and backward differentiable operations to be embedded in an end-to-end learning network. We call our UV map a geometric map because it has the following novel geometric properties: 1) It is square; 2) It is symmetric with respect to the central axis; 3) The mapping between 3D vertices and their 2D correspondences is in a local least-square manner to preserve the 3D adjacency information as rigidly as possible. These properties enable us to learn a 3D attribute translation task effectively.

3. Method

In this section, we describe the proposed geometric map, the network architecture, and the detailed loss functions in training, respectively, which constitute the basic elements of the proposed framework (see Figure 2).

3.1. Geometric Map Construction

We consider triangle facial meshes as the input and output of the proposed method with the same number of vertices and the same mesh topology. Generalization to other formats of data, e.g., point cloud, is applicable by rigidly alignment [8, 63] and non-rigid registration [4, 10] to a common template mesh in our implementation. Since all faces share the same topology, we denote each face by \( \mathcal{V} \in \mathbb{R}^{3 \times n} \) for simplicity. In order to make 2D deep CNN architectures compatible with 3D facial shapes, we construct a geometric map that bridges the gap between a 3D surface and a 2D image grid. The steps are:

I. Average over some registered facial meshes to acquire a noiseless 3D template mesh \( \mathcal{V}^s \);

II. Initialize the geometric map by harmonic parametrization [16, 26] of \( \mathcal{V}^s \) to \( \mathcal{V}^t \);

III. Deform \( \mathcal{V}^t \) to a square and symmetric geometric map guided by the local structure of \( \mathcal{V}^s \) and some rearranged key vertices, as follows (also refer to Fig. 3).

First, we select some key vertices on \( \mathcal{V}^t \) that are landmarks, edges, and central axis on the face. We adjust the central vertices to form the central axis. The locations of the landmarks and edges are rearranged to be square and symmetric with respect to the central axis.

Then, we denote the 1-ring neighbors of each vertices \( \mathcal{V}^t \in \mathcal{V}^s \) as \( \mathcal{N}^t(v_i) \). The correspondence of each vertex in \( \mathcal{V}_s \) to \( \mathcal{V}_t \) is determined by the subscript \( i \). We suppose there exists a rigid transformation \( \{R_i, T_i\} \) that aligns \( \mathcal{V}^t \) to \( \mathcal{V}^t \), as

\[
v_i^t \leftarrow R_i v_i^s + T_i (i \in \mathcal{V}^s),
\]

where \( \{R_i, T_i\} \) can be estimated by a least-square alignment problem of the surrounding 1-ring neighbors, as

\[
\{R_i, T_i\} = \arg \min_{R_i \in SO(3), T_i \in \mathbb{R}^3} \sum_{v_j^s \in \mathcal{N}^s(v_i)} \|R_i v_j^s + T_i - v_j^t\|_2^2.
\]

Here \( SO(3) \) denotes the space of all Givens matrices.

Next, the preliminary offset for each vertex is regularized by local smoothness. We denote \( p_i^t = R_i v_i^s + T_i \) as the unregularized offset and formulate the problem as

\[
\{o_i | i \in \mathcal{V}^t\} = \arg \min_{\{o_i | i \in \mathcal{V}^t\}} \sum_{i \in \mathcal{V}^t} \|p_i^t - (v_i^t + o_i)\|_2^2 + \sum_{i \in \mathcal{V}^t} |o_i - o_j|_2^2.
\]

Solving Eq. 3 requires taking the partial derivative with respect to each offset \( o_i (i \in \mathcal{V}^t) \) and leads to a linear system

\[
[A_{ij}]_{n \times n} \cdot [O_{ij}]_{n \times 3} = [B_{ij}]_{n \times 3},
\]
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Figure 2. The overall network architecture with the proposed geometric map. The loss functions for training are marked in red typeface.

\[ A_{ij} = \begin{cases} 1 + 2N_{v_i} & \text{if } i = j \\ -2 & \text{if } i \neq j \text{ and } j \in N^1(v_i) \\ 0 & \text{otherwise} \end{cases}, \]

\[ [O_{ij}]_{n \times 3} = [o_n, \ldots, o_1]^T, \]

\[ [B_{ij}]_{N \times 3} = [p^t_1 - v^t_i, \ldots, p^t_N - v^t_i]^T. \]

Figure 3. The process to deform an initial harmonic UV-map to a square and symmetric geometric map (Gmap).

\[ c \text{ or } c' \]

\[ \text{Encoder} \]

\[ \text{Decoder} \]

Since some key vertices on the landmarks, edges, and central axis are fixed as constraints for solving Eq. 3, we exclude the corresponding columns in \( A \) and rows in \( O \). Therefore, \( A \) is a rank-deficient matrix. Let \( n_f \) be the number of fixed vertices \((V^f \subset V^t)\), then Eq. 4 is degraded to

\[ [A_{ij}]_{n \times (n - n_f)} \cdot [O_{ij}]_{(n - n_f) \times 3} = [B_{ij}]_{(n - n_f) \times 3}, \]

which is an over-determined linear system. Its least-square solution is given by the Moore-Penrose inverse as

\[ O = (A^T A)^{-1} A^T B. \]

By this way, we are able to fix some key vertices while updating other vertices. The vertex on the target mesh is added by each offset in \( O \) after solving Eq. 8, as

\[ v^t_i = v^t_i + o_i (i \in V^t / V^f). \]

Finally, the steps from Eq. 1 to Eq. 10 are iterated until the ensembled offset is smaller than a certain threshold.

The above process is in fact a variant of a locally rigid registration process in [20]. It conducts as rigid as possible alignments from the local cells (1-rings) on the original 3D mesh to the deformed geometric map, while being constrained by some rearranged key vertices. It also demonstrates that the proposed geometric map preserves the adjacency relationship\(^1\) of all vertices in a least-square manner. This makes the mapping from 3D mesh to 2D geometric map to be one-to-one for each vertex, avoiding triangle flipping which is correlated to interpolation errors. Furthermore, as described in [26, 54], sampling the locations in a geometric image is prone to large interpolation errors unless the border vertices are preassigned to distinct pixels. In this work, there is seldom triangle flips even on the border regions, thus avoiding most interpolation errors.

\(^1\)This brings about an advantage over the existing UV maps [6, 2, 60]. The vertices on the upper and lower mouth area are separated, avoiding interferences from the local convolutional kernels in common CNNs.
In addition, the advantages for the geometric map to be *square and symmetric* are: 1) making full use of the pixels (2D images also cover a square area); 2) easy to exclude the blank pixels inside the eyes and mouth; 3) easy to leverage a symmetric loss in training by image flip operation.

### 3.2. Network Architecture

The network architecture\(^2\) employs a main generator network and an auxiliary discriminator network, as in Figure 2. The mapping between 3D vertices and 2D image grid is computed by *forward barycentric interpolation* (as in [2]) and *backward bilinear grid sampling* with the aforementioned geometric map\(^1\). A mask for the valid pixels is customized accordingly. In a departure from some existing works, the forward and backward mappings are incorporated into our network in an end-to-end manner. During training, the generator network transfers the 3D facial shape to a certain domain, while the discriminator network enforces indistinguishable generation (probability distribution) to the given domain.

**Generator.** We use an encoder-decoder architecture for the generator network. The feature expansion of the bottleneck is only downsampled by a factor of 4 to avoid the mixing of spatial content (thus friendly to high-frequency information) of the input geometric map. We also include 6 residual blocks [28] in the bottleneck. The skip connection of the residual block is able to learn the latent representations of data in multiple domains efficiently. Moreover, we embed both the forward geometric mapping layer and backward grid sampling layer as the input and output layers of the network, respectively. The end-to-end learning setting can compensate for the sampling errors between a 3D face and its representation on the geometric map.

**Discriminator.** Previous studies discriminate the feature in different dimensions, *e.g.* Vanilla GAN [24] for the global image, Pixel-GAN [32] for each pixel, and PatchGAN [39] for a few intersected receptive fields on an image. In a departure from that, we employ a strategy that we call Pyramid-GAN to discriminate both global and local patterns of the input shape. The discriminator downsamples the feature expansion by 2 in a cascade manner until the height and width are 2 × 2. Specifically, we conduct bifurcated convolutional operations on every other feature layer, then flatten and concatenate each output, and finally fed them to the adversarial loss. This strategy leads to both globally and locally realistic generations of 3D faces.

### 3.3. Loss Function

We employ several loss functions (also refer to Figure 2 for the exact locations) in the training process. The symbols of some variables are listed below for brevity.

- \(x\) denotes the input shape of the generator fed into the forward geometric mapping layer.
- \(y\) denotes the output geometric map of the generator fed into the backward grid sampling layer.
- \(c\) and \(c'\) are the target and source domain labels of \(x\), respectively, which are composed of discrete expression and gender labels and continuous age labels.
- \(G\) denotes the generator network; \(D_{src} \) and \(D_{cls}\) denotes the real/fake and domain classification branch of the discriminator network, respectively.

**The Adversarial Loss** forces the distribution of the generated 3D shapes to approach the shapes of real faces, as

\[
L_{adv} = E_x[\log D_{src}(x)] + E_{x,c}[\log(1 - D_{src}((G(x,c)), 11)]
\]

given the generator taking as input 3D shape \(x\) conditioned on domain label \(c\). In practice, we adopt the Wasserstein GAN [5] with gradient penalty to stabilize the training process as

\[
L_{adv} = E_x[\log D_{src}(x)] - E_{x,c} [D_{src}((G(x,c), - \lambda_{gp} E_{\hat{x}} [||\nabla_{\hat{x}}D_{src}(\hat{x})||_2 - \alpha)^2]],
\]

where \(\hat{x}\) is uniformly sampled between a pair of real and generated shapes. And we set \(\alpha = 0.01\).

**The Classification loss** enables effective domain translation from \(c'\) to \(c\). The objective is decomposed into

\[
L_{cls}^r = E_{x,c'}[- \log D_{cls}(c'|x)]
\]

for real shapes to optimize the discriminator, and

\[
L_{cls}^f = E_{x,c}[- \log D_{cls}(c|G(x,c))]
\]

for fake shapes to optimize the generator. In practice, we employ cross-entropy loss for discrete expression or gender parts and mean-square loss for the continuous age part of the domain label.

**The Cycle loss** employs a cycle consistency loss [68] to preserve the domain-unrelated part while changing only the domain-related part in the input image, as

\[
L_{cycle} = E_{x,c,c'} \| x - G(G(x,c),c') \|_1
\]

**The Reconstruction loss** makes the generator stable if the target domain label remains unchanged with respect to the source domain, as

\[
L_{rec} = E_{x,c'} \| x - G(x,c') \|_1
\]

**The Symmetry loss** enforces the output facial shapes to be symmetric with respect to the central axis, as

\[
L_{sym} = E_y \| y - F(y) \|_1
\]

\(^2\)The detailed architecture is described in the supplementary material.

\(^3\)The detailed exposition for the forward and backward mappings is described in the supplementary material.

---
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where $F$ is a flip operator that flips horizontally for $y$ and then reverses the sign for the first channel. **We exclude the symmetric loss for asymmetric expressions in training.**

The full objective functions to optimize $G$ and $D$ are weighted combinations of the above loss terms as

$$L_D = -L_{adv} + \lambda_{cls}L_{cls}$$  

and

$$L_G = L_{adv} + \lambda_{cls}L_{cls}^f + \lambda_{cyc}L_{cyc} + \lambda_{rec}L_{rec} + \lambda_{sym}L_{sym},$$

respectively.

4. Experiments

In this section, we carry out experiments on a public dataset [62] to demonstrate the effectiveness of the proposed method\(^4\). We also show that the trained model is generalizable to other datasets [15, 59] combined with proper registrations.

4.1. Dataset & Labels

The FaceScape dataset [62] provides a set of topological uniform (registered) samples with the NICP [4] method. These samples cover 847 identities, 20 expressions, age ranges from 16 to 70, and 2 different genders. We select 14,486 out of all 18,760 samples to exclude some noisy registered results. Among the selected samples, we further choose 10,005 samples for training, 32 samples as a mini-batch for validation using the *leave-one-out principle* [27], and the rest samples for testing. The identities of the training and testing samples are disjoint.

One advantage of the proposed method is that it learns multi-domain translation with a unified GAN. To this end, we customize a domain label vector $c = \{c_i | i = 1, 2, \ldots, 23\}$ of length 23. The first 20 dimensions and the following 21 – 22 dimensions are one-hot binary expression and gender label, respectively. And the last dimension is a normalized one-hot number ranged by $[-1, 1]$ for the ages.

4.2. Training Details & Hyper-parameter Selection

We implement all the networks with the Pytorch platform. The generator and discriminator are alternated one-by-one in the training process. Adam [37] optimizer is used. The total iterations (mini-batches) are set to 800, 000. The first 400,000 iterations adopt a fixed learning rate of $1e^{-4}$. In the last 400,000 iterations, the learning rate decreases to $1e^{-6}$ linearly for every 2,000 iterations. It takes about 50 hours on a single GPU (specified as NVIDIA RTX 3090) to train the proposed networks. In the training process, we augment the data by random scaling and rotation by a range of $[0.9, 1.1]$ and $[-10^\circ, 10^\circ]$ for 3 Euler angles, respectively.

The hyper-parameter settings for the weights of different loss functions in Eq. 12 and Eq. 19 follow a *trial-and-error* principle guided by the visualized results of the validation set. We also follow some general settings in existing works [5, 13] and adjust the parameters until the loss curves keep oscillating, as a common way for tuning GAN. In our experiment, we set $\lambda_{cls}^C = 0.02$, $\lambda_{cls}^M = 0.05$, $\lambda_{cyc} = 2$, $\lambda_{rec} = 0.1$, $\lambda_{sym} = 0.5$, and $\lambda_{gp} = 0.2$, where the superscripts $C$ and $M$ on $\lambda_{cls}$ denote binary cross-entropy loss for classification (for expression and gender labels) and mean-square error loss for regression (for age label), respectively.

4.3. Comparison for Expression Translation

Previous works on deep learning based attribute translation mostly focus on 2D images [13] or 3D texture [60]. There is seldom work on 3D facial shape attribute translation. However, there are some traceable works on 3D face generation with expressions. Therefore, we implement two baseline models which are close to ours to the best of our knowledge for comparisons. Since the UV map in [47] cannot be reproduced exactly, we use our proposed geometric map instead.

- **3DFaceGAN** [47] is the first GAN tailored towards modeling the distribution of 3D facial surfaces. It can be used for 3D facial expression translation, which employs Multivariate-Gaussian decomposition and supervision to handle expressions on a UV map.

- **Pix2pix** [32] is a widely used GAN for image trans-
We select neutral expressions for all subjects and transfer it to other expressions in the test set. After that, we compare the per-vertex and corresponding normal mean square error (MSE-V and MSE-N) between the generated results and the ground-truth ones after rigid registration of each pair of them by iterative closest point (ICP) [8] method. Table 1 and Figure 4 show the quantitative and qualitative comparisons. We can see that our proposed methodPerform over the pix2pix method by a large margin even without the paired setting. This is mainly due to the effective usage of data from multiple domains. In contrast, the pix2pix model only makes use of limited data pairs from two domains. Although the improvement of our results on MSE over 3DFaceGAN is not very salient, our qualitative results are visually better, especially on the edges of the mesh. We owe our success to the multi-domain translation framework and proper loss functions. Note that a result that is different from the ground truth is reasonable, since our method is supervised only by expression labels rather than pixel-wise errors.

4.4. Multi-domain Translation

In addition to expression transfer, our proposed framework is able to manipulate age and gender continuously\(^5\), which is a notable advantage over the existing works. Specifically, we only train a single network for expression, age, and gender translation tasks. Furthermore, the proposed method also supports input in various domains that are not limited to neutral such that it can broaden the applications to produce user-defined attributes (see Figure 5).

4.5. Clustering Results for Feature Representation

In this experiment, we project the output feature vectors at the classification head of the discriminator network onto a latent 2D plane to view the clustering effect of data. We employ a t-distributed stochastic neighbor embedding (t-SNE) [58] method for latent space visualization. Figure 6 shows the results marked with expression, age, and gender labels for some randomly generated samples from the testing samples in the FaceScape dataset. We can see that different classes are well separated and show noteworthy clustering effects, which implies that the trained model learns the representation of data of different domains effectively. Note that the three sub-figures for different attributes share the same representations.

4.6. Ablation Studies

We now conduct experiments to learn the effects of different components of the proposed framework. The generator architectures is borrowed from the starGANs [13, 14]. Some other components that are new to the existing works include:

- The square and symmetric geometric map. We replace it with the plain harmonic UV-map instead for the ablation study. This considers that the plain UV map is used in many existing works [60, 47].
- The Pyramid-GAN architecture. We replace the Pyramid-GAN architecture with Patch-GAN [39, 13] only in the second last feature layer for ablation study. The Pyramid-GAN is in fact a generalization of PatchGAN to diverse feature expansions.
- The symmetric loss function. We neglect this loss function for the ablation study.
- The reconstruction loss function. We neglect this loss function for the ablation study.

We train the networks with the above settings, respectively. Table 2 shows the quantitative results in terms of the aforementioned MSE scores. We can see that each element contributes to some gains, among which the geometric map and the identity loss take effects most. Some qualitative results are also selected for a better understanding of the

\(^5\)Please refer to Figure 1 and more qualitative results on the supplementary material.
underlying mechanism of each proposed component, as in Figure 7. We observe that: 1) the geometric map contributes to realistic details since it handles a fundamental one-to-one 3D-to-2D mapping problem; 2) the Pyramid-GAN architecture reduces some artifacts over Patch-GAN; 3) the symmetric loss utilizes some prior knowledge of face for more stable and noiseless results; 4) the reconstruction loss resists identity drift. It is worth noting that the identity drift is not common in image-oriented tasks, however, it is a problem in the shape-oriented task in this work. This is because the pixel-wise values rather than 2D patterns are correlated to 3D shapes directly.

### 4.7. Generalization Test & Limitations

The deep learning methods on image data often suffer from generalization problems. However, in this work, we find that the trained model on FaceScape is well generalizable to other datasets if the target face is registered to a common template properly. We register the template to some samples from two other datasets (VOCA [15] and FaceVerse [59]), and then feed the registered samples into the trained model. Figure 8 shows two examples for attribute translation. Overall, both of the two samples are translated to the target attributes well. The reason should be that facial shape data are much simpler than texture data, since 3D shapes are immune to illumination and pose changes. However, some unexpected artifacts appear on the nose region (marked with green circles) in the top example. This is due to the intrinsic bias of the training set, i.e., all training samples are east Asian while the testing example is Caucasian. In the future, we will try to train a model with richer data that cover various ethnicities for better generalization.
5. Conclusion

In this paper, we propose an unpaired end-to-end adversarial learning framework for multi-domain 3D facial shape attribute translation. Given an input 3D facial shape, the proposed framework is capable of synthesizing realistic 3D facial shapes with various expressions, genders, and ages with a unified generator network. The key element of our proposed framework is the canonical representation of 3D faces by a square and symmetric geometric map, enabling effective learning on facial surfaces. Others include a Pyramid-GAN architecture and task-related loss functions, enabling unified and unpaired training with 3D data on the geometric map robustly. Extensive experiments demonstrate the effectiveness of the proposed method for the translation of various facial attributes. We hope this work will be helpful for future research and applications.
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