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Abstract

Visible-infrared person re-identification (VI-ReID) focuses on matching the pedestrian images of the same identity captured by different modality cameras. The part-based methods achieve great success by extracting fine-grained features from feature maps. But most existing part-based methods employ horizontal division to obtain part features suffering from misalignment caused by irregular pedestrian movements. Moreover, most current methods use Euclidean or cosine distance of the output features to measure the similarity without considering the pedestrian relationships. Misaligned part features and naive inference methods both limit the performance of existing works. We propose a Semantic Alignment and Affinity Inference framework (SAAI), which aims to align latent semantic part features with the learnable prototypes and improve inference with affinity information. Specifically, we first propose semantic-aligned feature learning that employs the similarity between pixel-wise features and learnable prototypes to aggregate the latent semantic part features. Then, we devise an affinity inference module to optimize the inference with pedestrian relationships. Comprehensive experimental results conducted on the SYSU-MM01 and RegDB datasets demonstrate the favorable performance of our SAAI framework. Our code will be released at https://github.com/xiaoye-hhh/SAAI.

1. Introduction

Person re-identification (ReID) is the task of retrieving pedestrian images shot by different cameras. Most existing person ReID methods [12, 16, 17, 40] focus on matching the images shot by visible cameras, essentially addressing a single-modality pedestrian matching assignment. However, the generally visible surveillance cameras cannot capture pedestrian information well under poor illumination conditions. In response to this challenge, modern surveillance cameras can automatically switch to infrared mode for capturing images under low-light conditions. This technological advancement increases interest in researching visible-infrared person re-identification (VI-ReID).

VI-ReID suffers from substantial modality discrepancy and other factors (e.g., viewpoints, backgrounds, and movements). The factors leading to a sizeable intra-class discrepancy make matching difficult. Figure 1 (a) exhibits that existing methods [13, 23, 24, 35] extract horizontal part features to alleviate this problem. Figure 1 (b) illustrates that pedestrian parts (e.g., arms) are not located in a fixed position due to movements. Therefore, the simple horizontal partition by fixed height can cause part features to become
semantic misalignments, which limits the performance.

Moreover, Figure 1 (a) exhibits that most existing methods employ naive inference methods to calculate the similarity between query and gallery images. As shown in Figure 1 (c), these methods ignore the affinity information among gallery images by treating them as a single entity. The gallery images belong to the same modality without modality discrepancy, which can provide helpful affinity information to improve matching. Accordingly, SIM [14] proposes to use the similarity among the gallery images and calculate the Jaccard distance to boost matching. However, when calculating Jaccard distance, the element relationship is binary, inadequately utilizing affinity information.

We propose a Semantic Alignment and Affinity Inference framework (SAAI), which aligns latent semantic part features and better utilizes auxiliary affinity information. The SAAI framework consists of a semantic-aligned feature learning (SAFL) and an affinity inference module (AIM).

Specifically, SAFL first splits feature maps into pixel-wise features. Then, this method aggregates pixel-wise features with similar content by the similarity. This method concatenates the extracted latent semantic part features onto global features to provide local information. Finally, we use a dual-branch BNNeck to normalize features of both modalities, reducing the modality discrepancy. We devise a part diversity constraint to increase the diversity of latent semantic part features without additional annotations. Furthermore, we introduce a center separation loss to steer the network toward discerning pedestrian relationships.

Moreover, we propose the AIM to calculate the distance with the additional information from the affinity matrix. This module first calculates the query-gallery affinity matrix like most existing methods. Then, AIM calculates the gallery-gallery affinity matrix as references. Finally, AIM uses query-gallery and gallery-gallery affinity matrices to revise the distance measurement. AIM can optimize inference with affinity information among images. We propose a noise suppression algorithm to reduce the impact of inaccurate affinity values. Moreover, we devise a mean expansion method to increase the matching stability.

Our main contributions are summarized below:

- We propose an end-to-end Semantic Alignment and Affinity Inference framework (SAAI) for VI-ReID to explore the joint application of semantic-aligned feature learning and the affinity inference method.
- We propose a semantic-aligned feature learning (SAFL) to align the latent semantic part features. In addition, we devise an affinity inference module (AIM) to utilize pedestrian relationships for matching.
- Comprehensive experimental results demonstrate the effectiveness of the proposed framework. It achieves superior performance compared to state-of-the-art methods across various test settings.

2. Related Work

**Single-Modality Person ReID.** It is the task of retrieving pedestrian images captured by different visible cameras. According to different feature construction methods, current methods can be broadly categorized into two groups: hand-crafted feature construction methods [6, 9, 22, 39] and deep learning methods [4, 5, 18, 19, 21, 17, 28]

These methods achieve remarkable results in the single-modality person ReID. However, these methods only pay attention to visible images without considering the inherent modality differences between visible and infrared images. This limitation hampers the efficacy of these methods when applied to cross-modality pedestrian matching. Similar to our method, PAT [21] also adopts prototypes. However, PAT focuses on encoding pixel contexts and prototype relationships to alleviate occlusion issues. It is not suitable for cross-modality matching. Differently, our method extracts potential semantic part features shared by two modalities with shared prototypes to reduce the modality gap.

**Visible-Infrared Person ReID.** It pays attention to retrieving the pedestrian images shot by both visible and infrared modality cameras. Existing methods can be classified into two primary groups based on their diverse feature processing methods: generative and non-generative.

The generative methods focus on reducing differences in modality styles. Most methods use Generative Adversarial Networks (GANs) [8] to realize modality translation. Hi-CMD [2] and cmGAN [3] apply GANs to transfer different modality features into a shared space. In addition, AlignGAN [30] utilizes GANs to align the cross-modality features at both pixel and feature levels. FMCGNet [37] employs GANs to realize feature-level modality compensation. These methods can reduce differences between visible and infrared styles. However, generative methods usually require extra computation and suffer from adjacent noise.

Differently, non-generative methods mainly focus on feature learning, extracting distinguishable features to bridge the cross-modality gap. Some works [10, 33, 36] rely solely on global features. They calculate the mean values of feature maps as output features for matching. These features lack local information, resulting in poor performance. To alleviate this problem, some methods typically use part features to enhance the features [13, 23, 24, 35]. MID [13] and MAUM [23] directly extract horizontal parts features as output features to increase the distinctiveness. DDAG [35] and cm-SSFT [24] further propose the attention mechanism to aggregate each horizontal part feature. With the attention mechanism, these two methods can dynamically evaluate the importance of different part features, which helps to capture more discriminative information. However, due to the varying and complex pedestrian movements, the horizontal part features can become misaligned, which can negatively impact the accuracy of these methods.
Differently, we design a semantic-aligned feature learning that dynamically extracts part features, mitigating the impact of irregular pedestrian movements. 

**Inference Methods for VI-ReID.** Most existing methods [7, 13, 23, 33, 34, 36] use simple distance metrics for inference. Specifically, they calculate the Euclidean or cosine distance of the output features to measure the similarity. The Euclidean distance quantifies the spatial separation between two points in Euclidean space. The cosine distance gauges the similarity between two vectors based on the angle between them. These methods are intuitive and simple. But they treat each gallery image as a separate identity, ignoring the potential affinity information among the gallery images. This property can limit the matching performance, particularly in scenarios with multiple images of the same identity with variations in pose, viewpoint, or other factors.

In contrast, SIM [14] utilizes pedestrian relationships for inference. SIM calculates the Jaccard distance. However, the Jaccard distance only considers the presence or absence of elements in the gallery images and ignores the specific similarity score, which can limit the effectiveness of the approach. Therefore, we propose a novel affinity inference module that maps the affinity matrix into new features to assist the distance measurement. Compared to SIM, our method can more fully utilize information.

### 3. Methodology

In this section, we begin by defining the problem and presenting the overall framework. Subsequently, we elaborate on the design details of the Semantic-Aligned Feature Learning (SAFL) and Affinity Inference Module (AIM). Lastly, we provide the overall loss for SAAI.

#### 3.1. Formulation and Overview

**Problem Formulation.** We use \( Q = \{q_i| i=1, 2, ..., N_q\} \) and \( G = \{g_j| j=1, 2, ..., N_g\} \) to represent the query set with \( N_q \) images and the gallery set with \( N_g \) images, respectively. The images in the query and gallery sets belong to different modalities. VI-ReID aims to establish correspondences between the query and the gallery images.

**Overview.** Figure 2 illustrates the proposed SAAI framework, which primarily comprises two modules. (1) The semantic-aligned feature learning is devised to extract the latent semantic part features by the similarity between pixel-wise features and learnable prototypes. The intuition is that a meaningful part should consist of features with similar content forming the part consistency. (2) The affinity inference module is proposed to utilize pedestrian relationships to optimize the inference. When a query image \( q \) exhibits a high similarity to a gallery image \( g \), it is suitable to diminish the distance between \( q \) and other images resembling \( g \). Our method simulates the above process with the affinity matrix to revise the distance calculation.

#### 3.2. Semantic-Aligned Feature Learning

To alleviate the problem of part feature misalignment caused by pedestrian movements, we propose the semantic-aligned feature learning. It uses learnable prototypes to extract latent semantic part features from feature maps \( F_r \).
and ${\mathbb{F}_v} \in {\mathbb{R}^{h \times w \times c}}$, where $h$, $w$, $c$ denote the height, weight, and dimension of feature maps.

Specifically, when extracting latent semantic part features from feature maps, we should give higher weights to the pixel-wise features similar to target parts. This method can form part consistency, which ensures part features are consistent and reliable. But we do not have reference features of each part. Therefore, we propose to utilize learnable prototypes $P = [{\mathbf{P}_1}, {\mathbf{P}_2}, \ldots, {\mathbf{P}_p}] \in {\mathbb{R}^{p \times c}}$ as references of latent semantic part features, where ${\mathbf{P}_i}$ represents the $i$-th learnable prototype and $p$ denotes the total number of such learnable prototypes. We utilize the learnable prototypes to learn appropriate latent semantic part features as references. Each learnable prototype aims to cluster unique latent semantic part features from the feature maps.

In order to achieve semantic alignment of part features between two modalities, we employ shared prototypes $P$ for both the visible and infrared modalities. The shared prototypes enable the aggregation of latent semantic part features with the same semantic information across both modalities into the same parts. This design can achieve the modality alignment at the latent semantic part level, reducing the modality discrepancy. When extracting latent semantic part features, the pixel-wise features of the two modalities will be compared to the shared learnable prototypes to determine their weighted contribution to each latent semantic part feature. For the convenience of description, we take visible features as an example to describe details.

We first divide the feature map ${\mathbf{F}_v}$ into pixel-wise features $T_v = [T_v^1, T_v^2, \ldots, T_v^n] \in {\mathbb{R}^{h \times w \times m}}$, where $T_v^i$ represents the $i$-th pixel-wise feature and $n = h \times w$ represents the quantity of pixel-wise features. We add learnable position embeddings to each pixel-wise feature according to the position to provide spatial information. The spatial information can enhance the spatial stability of our latent semantic part features. Subsequently, this module calculates the similarity matrix $S_v \in {\mathbb{R}^{p \times n}}$ between $P$ and $T_v$ as:

$$S_v = \sigma(P \odot T_v^T),$$

where $\odot$ represents the matrix multiplication and $\sigma(\cdot)$ denotes the Sigmoid activation function. The Sigmoid activation function is designed to enhance numerical stability.

Taking learnable prototypes $P$ as references, we obtain the similarity matrix $S_v$ to describe the affinity between $T_v$ and $P$. A high similarity score between the pixel-wise feature and a learnable prototype indicates that the pixel-wise feature probably belongs to that latent semantic part. Therefore, we can utilize $S_v$ as weight to aggregate pixel-wise features to form latent semantic part feature $p_v^i$ as:

$$p_v^i = \frac{1}{n} \sum_{j=1}^{n} (S_v^{ij} \odot T_v^j) \quad (i = 1, 2, \ldots, p),$$

where $\odot$ denotes element-wise multiplication, and $S_v^{ij}$ indicates the similarity score between $P_i$ and $T_v^j$.

The latent semantic part features $p_v$ contain local information of pedestrians. We just concatenate $p_v$ with global features to obtain augmented features $\hat{F}_v \in {\mathbb{R}^{(p+1)c}}$ as:

$$\hat{F}_v = [p_v^1, p_v^2, \ldots, p_v^p, \text{avg}(F_v)],$$

where $[\cdot]$ denotes concatenating the features, $\text{avg}(\cdot)$ denotes average pooling, and $\text{avg}(F_v)$ indicates the global feature. $\hat{F}_v$ contains both local and global information. Similarly, we can construct $\hat{F}_r$ from feature maps $F_r$ in the same way. Both $\hat{F}_v$ and $\hat{F}_r$ are extracted by the shared learnable prototypes $P$. Hence, $\hat{F}_v$ and $\hat{F}_r$ achieve alignment at the latent semantic part level. To mitigate the modality gap, we devise a dual-branch BNNeck to normalize the $\hat{F}_v$ and $\hat{F}_r$, respectively. The outputs are $\hat{F}_v$ and $\hat{F}_r$.

We utilize a classification loss $L_{cid}$ to steer the model to learn identity information. Further details are provided in the supplementary materials. In addition, we devise a part diversity loss $L_{pd}$ to increase the latent semantic part diversity. Moreover, we propose a center separation loss $L_{cs}$ to train the network to distinguish different pedestrians.

**Part Diversity Loss.** Extracting various features is the key to semantic-aligned feature learning. We should train each prototype to extract different part features. However, we do not have the human part annotations to train. We propose a simplified alternative strategy. We encourage the learnable prototypes to focus on different areas of pedestrians. Follow this idea, we propose part diversity loss $L_{pd}$ as:

$$L_{pd} = -\frac{2}{p(p-1)} \sum_{i=1}^{p-1} \sum_{j=i+1}^{p} ||P_i T_v^T - P_j T_v^T||_2$$

where $P_i$ and $P_j$ denote $i$-th and $j$-th learnable prototypes, and $T_v$ denotes $T_v^i$ and $T_v^j$, for convenience of description.

**Center Separation Loss.** We propose a center separation loss $L_{cs}$ to guide the network to identify the pedestrian relationships. $L_{cs}$ aims to bring the samples with the same identity closer to each other while pushing the instance centers belonging to different identities apart. In order to reduce the network overfitting problem and increase the feature diversity, we only gather samples to the range $p_1$ of their respective center. The $L_{cs}$ can be represented as:

$$L_{cs} = \frac{1}{N} \sum_{i=1}^{N} ||\hat{F}_i - c_{y_i}||_2 +$$

$$+ \frac{2}{M(M-1)} \sum_{j=1}^{M-1} \sum_{k=j+1}^{M} [p_2 - ||c_{y_j} - c_{y_k}||_2],$$

where $N$ denotes the batch size, $\hat{F}_i$ denotes the $i$-th feature, $y_i$ represents the $i$-th label, $c_{y_i}$ represents the center of $y_i$, $M$ represents number of centers, $p_1$ is the margin between samples to centers, and $p_2$ is the margin among centers.
3.3. Affinity Inference Module

The effectiveness of matching pedestrian images based on Euclidean or cosine distance is limited. These methods overlook the affinity information and treat gallery images as distinct entities during the inference process. Therefore, we propose the affinity inference module (AIM), which utilizes pedestrian relationships to revise distances.

The intuition behind AIM is that we can leverage gallery images with high affinity to the query image to revise distances. AIM can capture the potential affinity information among the gallery images and incorporate it into the distance calculation, optimizing the matching performance. Algorithm 1 outlines the primary steps of the AIM.

Algorithm 1 Framework of AIM

**Input:** query features \( F_q \), gallery features \( F_g \), hyper-parameters \( k_1 \) and \( k_2 \)

**Output:** \( d_{\text{AIM}} \)

1: Calculate the query-gallery affinity matrix \( A_{qg} \)
2: Calculate the gallery-gallery affinity matrix \( A_{gg} \)
3: Remove the noise values in \( A_{qg} \) and \( A_{gg} \) according to \( k_1 \) to obtain \( \hat{A}_{qg} \) and \( \hat{A}_{gg} \)
4: Expand \( \hat{A}_{gg} \) according to \( k_2 \) to obtain \( \tilde{A}_{gg} \)
5: Calculate the base distance \( d \) as Eq. (8)
6: Calculate the amended distance \( d^* \) as Eq. (9)
7: Calculate the final distance \( d_{\text{AIM}} \) as Eq. (10)
8: return \( d_{\text{AIM}} \)

Calculating Affinity Matrix. The framework transfers the query image \( q \) and gallery image \( g \) into to features \( F_q \) and \( F_g \), respectively. AIM first calculates the query-gallery affinity matrix \( A_{qg} \in \mathbb{R}^{N_q \times N_g} \) by cosine similarity between \( F_q \) and \( F_g \). Similarly, AIM can also calculate the gallery-gallery affinity matrix \( A_{gg} \in \mathbb{R}^{N_g \times N_g} \) from all gallery image pairs. Unlike most existing methods that directly use \( A_{qg} \) to match pedestrian images, our method utilizes \( A_{qg} \) and \( A_{gg} \) to revise distances before matching.

Removing Noise Values. \( A_{qg} \) and \( A_{gg} \) contain rich affinity information. However, there are noise values in matrices. \( L_{cs} \) encourages images of the same identity to be clustered together while dispersing centers corresponding to distinct identities. Instances with different labels are separated, and the affinity information between them is too weak to use. These noise values can mislead our following distance calculation, resulting in inaccurate results.

To address this issue, we propose an effective noise suppression strategy. These noise values are numerically small. Based on this property, we can remove noise values by clearing small values in the affinity matrix. For the convenience of description, we take \( A_{gg} \) as an example. We first identify the \( k_1 \)-th largest value \( v \) in each row of \( A_{gg} \) and set any value less than \( v \) to 0 as:

\[
\hat{A}_{gg}^{ij} = \begin{cases} 
A_{gg}^{ij} & \text{if } A_{gg}^{ij} \geq v_i \\
0 & \text{otherwise,}
\end{cases}
\]

where \( \hat{A}_{gg}^{ij} \) denotes the output removing the noise value, \( A_{gg}^{ij} \) denotes the element of \( A_{gg} \) on row \( i \) and column \( j \), and \( v_i \) denote the \( k_1 \)-th largest value in row \( i \) of \( A_{gg} \). Similarly, AIM can remove noise values of \( A_{gg} \) to obtain \( \hat{A}_{gg} \).

Expanding Representation. Replacing the current value with the average value of the most similar neighbors can provide a more stable representation of the affinity information. \( \hat{A}_{gg} \) contains the affinity information among gallery images, which can be used to expand the representation. Specifically, given a gallery image \( g_i \), we can find the \( k_2 \) gallery images \( I_i \) that are most similar to \( g_i \). Then, we can expand the original affinity information with the average affinity score of the \( k_2 \) gallery images as:

\[
\tilde{A}_{gg}^i = \frac{1}{k_2} \sum_{l \in I_i} \hat{A}_{gg}^l,
\]

where \( \tilde{A}_{gg}^i \) denotes the \( i \)-th row of the output, \( \hat{A}_{gg}^l \) denotes the affinity score of the \( l \)-th most similar neighbours.

Final Distance. \( A_{qg} \) presents the cosine similarity between query and gallery images. We can convert the cosine similarity to base distance \( d \) with \( A_{qg} \) as:

\[
d = 1 - A_{qg}.
\]

In addition, AIM utilizes \( \hat{A}_{qg} \) and \( \hat{A}_{gg} \) to assist the distance measurement. If the query \( q_i \) image is similar to a gallery image \( g_j \), this module reduces the distance between \( q_i \) and gallery images being similar to \( g_j \). The reduced distances depend on the affinity between these images and \( q_i/g_j \). The amended distance \( d^* \) can be calculated as:

\[
d^* = \hat{A}_{qg} \hat{A}_{gg}.
\]

Finally, We can subtract \( d^* \) from \( d \) to revise the distances. The final distance \( d_{\text{AIM}} \) can be calculated as:

\[
d_{\text{AIM}} = d - d^*.
\]

3.4. Training and Inference

SAAI is trained by minimizing:

\[
L = L_{id} + L_{cs} + \lambda L_{pd},
\]

where \( \lambda \) is a hyper-parameter to balance the loss items. AIM only works in the inference stage, which utilizes affinity information to assist in distance measurement.
Table 1. Comparison with the state-of-the-art methods on SYSU-MM01. The comparison indicators are CMC (%) and mAP (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>All-Search</th>
<th>Indoor-Search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-Shot</td>
<td>Multi-Shot</td>
</tr>
<tr>
<td></td>
<td>Rank-1 mAP</td>
<td>Rank-1 mAP</td>
</tr>
<tr>
<td>Zero-Padding [33]</td>
<td>14.80</td>
<td>15.95</td>
</tr>
<tr>
<td>cmGAN [3]</td>
<td>26.97</td>
<td>27.80</td>
</tr>
<tr>
<td>JSIA-ReID [31]</td>
<td>38.10</td>
<td>36.90</td>
</tr>
<tr>
<td>AlignGAN [30]</td>
<td>42.40</td>
<td>40.70</td>
</tr>
<tr>
<td>AGW [36]</td>
<td>47.50</td>
<td>47.65</td>
</tr>
<tr>
<td>LbA [26]</td>
<td>56.91</td>
<td>55.45</td>
</tr>
<tr>
<td>NFS [1]</td>
<td>60.27</td>
<td>59.40</td>
</tr>
<tr>
<td>MID [13]</td>
<td>61.60</td>
<td>63.20</td>
</tr>
<tr>
<td>cm-SSFT [24]</td>
<td>66.34</td>
<td>62.51</td>
</tr>
<tr>
<td>CM-NAS [7]</td>
<td>65.40</td>
<td>61.98</td>
</tr>
<tr>
<td>MCLNet [10]</td>
<td>66.34</td>
<td>62.51</td>
</tr>
<tr>
<td>SMCL [32]</td>
<td>67.39</td>
<td>61.78</td>
</tr>
<tr>
<td>MPANet [34]</td>
<td>70.58</td>
<td>68.24</td>
</tr>
<tr>
<td>MAUM [23]</td>
<td>71.68</td>
<td>68.79</td>
</tr>
<tr>
<td>CMT [15]</td>
<td>71.88</td>
<td>68.57</td>
</tr>
<tr>
<td>CIFT [20]</td>
<td>74.08</td>
<td>74.79</td>
</tr>
</tbody>
</table>

4. Experiments

In this section, we first introduce datasets and experiment implementation. Then, we conduct experiments on two public datasets. Finally, we analyze SAAI carefully.

4.1. Datasets and Settings

SYSU-MM01 [33] is the pioneering large-scale benchmark dataset in the VI-ReID domain. It has a total of 287,628 visible and 15,792 infrared images. It records 491 pedestrians with four visible cameras and two infrared cameras. The capture environment encompasses both indoor and outdoor settings. It has multiple evaluation modes based on different configurations. The modes are categorized into all-search and indoor-search settings based on whether including outdoor-captured images. Besides, based on the varying number of images within the gallery, the modes can be further subdivided into single-shot and multi-shot scenarios.

RegDB [25] contains 8,240 images of 412 pedestrians. All images are collected by a visible camera and an infrared camera. Ten infrared images and ten visible images were taken for each pedestrian. RegDB is randomly split into two non-overlapping sets based on the pedestrian identities: one set is utilized for training purposes, while the other serves as the testing set. It contains two evaluation settings: Visible2Infrared and Infrared2Visible. The first setting denotes retrieving infrared images according to visible ones, and the second setting entails the reverse operation.

Metrics. The experiments adhere to the standard evaluation settings, encompassing two fundamental assessment metrics: the Cumulative Matching Characteristic (CMC) and the Mean Average Precision (mAP).

Implementation Details. The SAAI framework is realized using the PyTorch framework and executed on a single RTX3090 GPU. We employ the ResNet-50 [11] as the backbone. For each batch, we randomly sample 16 identities and each identity contains 8 images. The input images are initially resized to a consistent dimension of $288 \times 144$. Then, we apply a series of augmentation techniques, including random cropping, random erasing, random horizontal flipping, and random grayscale. The network is optimized by Adam with a linear warmup strategy. The initial learning rate is set to $3.5 \times 10^{-4}$ and is decreased by factors of 0.1 and 0.01 at 80 and 120 epochs, respectively. The training procedure spans a total of 160 epochs.

$\lambda$ in Eq. (11) is set to 0.5. The margin parameters $\rho_1$ and $\rho_2$ are set to 0.01 and 0.7, respectively. The number of learnable prototypes $p$ is set to 7. For SYSU-MM01, $k_1/k_2$ are set to 4/1 under the single-shot setting and 20/6 under the multi-shot setting. For RegDB, $k_1/k_2$ are set to 8/2.

4.2. Comparison with State-of-the-art Methods

We evaluate our SAAI framework on SYSU-MM01 and RegDB. We compare the proposed SAAI with numerous state-of-the-art (SOTA) methods, including four generative methods [3, 30, 31, 37] and fourteen non-generative methods [1, 7, 13, 15, 20, 23, 24, 26, 32, 33, 34, 36, 37, 38].

4.2. Comparison with State-of-the-art Methods

We evaluate our SAAI framework on SYSU-MM01 and RegDB. We compare the proposed SAAI with numerous state-of-the-art (SOTA) methods, including four generative methods [3, 30, 31, 37] and fourteen non-generative methods [1, 7, 13, 15, 20, 23, 24, 26, 32, 33, 34, 36, 37, 38].
## 4.3. Ablation Study

We adopt the ResNet-50 with horizontal part features as the backbone of the baseline. The baseline is trained by $L_{id}$. We keep other settings consistent with our method.

Table 3 shows the performance improvements achieved by SAFL and AIM. SAFL enhances Rank-1 and mAP by 8.24% and 10.10%, respectively. AIM improves Rank-1 and mAP by 1.09% and 6.19%, respectively. When combined, SAFL and AIM further boost the overall performance, proving the effectiveness of SAFL and AIM.

Table 4 illustrates the impact of $L_{dp}$ and $L_{cs}$. $L_{dp}$ results in a Rank-1 improvement of 0.43% and an mAP improvement of 0.39%. On the other hand, $L_{cs}$ boosts the Rank-1 by 2.90% and the mAP by 3.97%. Moreover, the combined usage of $L_{dp}$ and $L_{cs}$ further enhances the overall performance, proving of the effectiveness of these losses.

As an inference module, AIM can be added to other methods. To further prove the effectiveness of AIM, we add AIM to three methods, including one generative method [30] and two non-generative methods [34, 36]. As shown in Table 5, AIM works well in both generative method and non-generative methods. AIM improves both Rank-1 and mAP of these methods. These results further prove the effectiveness of the affinity inference module.

Table 5. Analysis of AIM on other methods on SYSU-MM01 under the multi-shot setting. We retrain the models.

### 4.4. Model Analysis

#### Parameters Analysis

We first evaluate the effect of $\lambda$ in Eq. (11) on SYSU-MM01 dataset under the all-search and single-shot mode. In Figure 3, we show results of Rank-1 and mAP of different $\lambda$. The most suitable parameter setting is 0.5. Then, we evaluate the number of learnable prototypes $p$. As shown in Figure 4, before $p$ reaches 7, the performance increases with the increase of $p$. A larger $p$ allows the model to pay attention to more parts. However, once $p$ exceeds the required value, it leads to competition among learnable prototypes, affecting the ability to discover latent semantic parts and reducing performance.

#### Visualization Analysis

We utilize t-SNE [29] to visualize the feature distribution of baseline and SAAI. As shown in Figure 5 (a), there are large modality discrepancies in the
features extracted by the baseline. In contrast, as shown in Figure 5 (b), the discrepancy among the features extracted by SAAI is much smaller. The images are closely clustered by identities. This proves the effectiveness SAAI.

We visualize the attention maps of baseline and SAAI. As shown in Figure 6, SAAI focus more accurately on the main body parts than the baseline. The results show the capacity of SAFL to effectively extract latent semantic parts, resulting in improved feature localization and alignment.

Table 6. Evaluation of removing and expanding steps on SYSU-MM01. AIM$^-$ has no removing and expanding.

<table>
<thead>
<tr>
<th>AIM</th>
<th>Removing</th>
<th>Expanding</th>
<th>Rank-1</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>79.58</td>
<td>67.69</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>82.72</td>
<td>79.67</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>80.58</td>
<td>74.27</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>82.86</td>
<td>82.39</td>
</tr>
</tbody>
</table>

**Analysis of AIM.** As shown in Table 6, the removing step is pivotal in mitigating the impact of noise values in matrices, leading to the improvements in both Rank-1 and mAP, respectively. Additionally, the expanding step contributes to a more stable representation and can also boost the matching performance. When removing and expanding steps are combined, this module achieves the best performance. These results strongly demonstrate the effectiveness of removing and expanding steps in AIM.

5. Conclusion

We propose the Semantic Alignment and Affinity Inference framework (SAAI) for visible-infrared person ReID. We first devise a semantic-aligned feature learning process that aligns latent semantic parts by considering the similarity between pixel-level features and learnable prototypes. This method effectively reduces the impact of pedestrian movements and enhances the distinctiveness of the feature representation. Furthermore, we present an affinity inference module that leverages pedestrian relationships to revise distance calculations. Through extensive experiments conducted on the SYSU-MM01 and RegDB datasets, our framework exhibits substantial efficacy for VI-ReID.

**Limitation and future work.** Our framework only leverages pedestrian relationships during the inference stage. Nevertheless, affinity information remains untapped during the training phase, which hinders the advancement of the training process. Our future work is combining our affinity inference method with network training.
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