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Abstract

Recently, efficient fine-tuning of large-scale pre-trained
models has attracted increasing research interests, where
linear probing (LP) as a fundamental module is involved
in exploiting the final representations for task-dependent
classification. However, most of the existing methods fo-
cus on how to effectively introduce a few of learnable pa-
rameters, and little work pays attention to the commonly
used LP module. In this paper, we propose a novel Mo-
ment Probing (MP) method to further explore the potential
of LP. Distinguished from LP which builds a linear classifi-
cation head based on the mean of final features (e.g., word
tokens for ViT) or classification tokens, our MP performs a
linear classifier on feature distribution, which provides the
stronger representation ability by exploiting richer statisti-
cal information inherent in features. Specifically, we repre-
sent feature distribution by its characteristic function, which
is efficiently approximated by using first- and second-order
moments of features. Furthermore, we propose a multi-
head convolutional cross-covariance (MHC3) to compute
second-order moments in an efficient and effective manner.
By considering that MP could affect feature learning, we
introduce a partially shared module to learn two recalibrat-
ing parameters (PSRP) for backbones based on MP, namely
MP+. Extensive experiments on ten benchmarks using var-
ious models show that our MP significantly outperforms LP
and is competitive with counterparts at lower training cost,
while our MP+ achieves state-of-the-art performance.

1. Introduction

Benefiting from the emergence of huge-scale datasets [8,
42, 41], the rapid development of neural network archi-
tectures [10, 17, 43, 35] and self-supervised learning [15,
39, 5], large-scale pre-trained models dependent on suffi-
cient computational resources show the great potential of

† This work was done when Mingze Gao was an intern at Baidu Re-
search. ∗ Corresponding author

Method
IN-1K

(%)
NABirds

(%)
Params.

(M)
Time
(ms)

Mem.
(G)

Linear probing 82.04 75.9 0.77 60 3.23
MP (Ours) 83.15 84.9 3.65 72 3.34
VPT-Shallow [23] 82.08 78.8 0.92 115 11.39
VPT-Deep [23] 82.45 84.2 1.23 120 11.39
AdaptFormer [6] 83.01 84.7 1.07 125 10.49
SSF [32] 83.10 85.7 0.97 187 13.78
Full fine-tuning 83.58 82.7 86.57 157 11.92
MP+ (Ours) 83.62 86.1 4.10 140 11.22

Table 1: Comparison of various tuning methods for pre-
trained models in terms of recognition accuracy (%), learn-
able parameters (Params.), training time (Time) per mini-
batch, and GPU memory (Mem.) usage of training on
ImageNet-1K (IN-1K) and NABirds, where ViT-B/16 pre-
trained on IN-21K is used as basic backbone.

the transferability on downstream tasks [9, 7, 40, 4], where
full fine-tuning as a basic method has achieved promising
performance. However, full fine-tuning suffers from a high
computational cost and is easy overfitting on small-scale
datasets [32, 23]. In contrast, a simpler and more efficient
method is only to tune a linear classifier (i.e., linear prob-
ing [16]). Compared to full fine-tuning, linear probing (LP)
usually suffers from inferior performance. To address this,
existing works make a lot of efforts on parameter-efficient
strategies [21, 2, 22, 30, 24, 23, 32, 6]. Going beyond LP,
they focus on introducing a few learnable parameters to re-
calibrate features from frozen pre-trained models for down-
stream tasks. These methods avoid tuning massive parame-
ters and show better efficiency and effectiveness trade-off.

Although many advanced efforts are made on parameter-
efficient tuning, little work pays attention to the most funda-
mental LP, which is involved in all existing tuning methods
to learn a task-dependent classification head, and is closely
related to the performance of downstream tasks. It can be
observed that LP learns a linear classifier on input features,
which are generally presented by classification token [10],
average pooling (mean) of word tokens [43, 35] or convo-
lution features [36]. From the statistical perspective, LP
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Figure 1: (a) Overview of proposed MP+ method for tuning pre-trained models, whose core is Moment Probing (MP) indi-
cated by blue dashed line instead of the original linear probing. Specifically, our MP performs a linear classifier on powerful
representations characterized by feature distribution, which is approximated by using first- and second-order moments of
features. To efficiently explore second-order moments, we present a (b) multi-head convolutional cross-covariance (MHC3)
method, whose details can refer to Sec. 3.1. Besides, a partially shared module to learn two recalibrating parameters (PSRP)
is introduced for exploring the potential of MP on feature learning.

mainly exploits first-order statistics of features, taking no
full merit of rich statistical information inherent in features.

In this paper, we further explore the potential of LP by
generating more powerful representations for linear clas-
sifier. To this end, we propose a Moment Probing (MP)
method, whose core is to perform a linear classifier on fea-
ture distribution, which portrays the full picture of features
and provides more powerful representations. Specifically,
we model probability density of features by their character-
istic function, and approximate it by using first- and second-
order moments of features for computational efficiency.
Furthermore, we present a multi-head convolutional cross-
covariance (MHC3) method to efficiently compute second-
order moments, avoiding the issues of computation and gen-
eralization brought by high-dimensional second-order rep-
resentations. For computing MHC3, we first split features
into several groups and compute cross-covariance between
each two adjacent groups to extract second-order statis-
tics. Then, a parameter-efficient module based on convolu-
tions is designed to strengthen the interactions among cross-
covariances and reduce the size of second-order representa-
tions. Compared to the original second-order moments, our
MHC3 performs better in terms of both efficiency and effec-
tiveness. Table 1 shows our MP shares similar training cost
with LP, but obtains much higher accuracy. Meanwhile, MP
is comparable to or better than existing parameter-efficient
methods at lower training cost.

Since deep models are trained in an end-to-end learn-
ing manner, the classifier will bring effect on feature learn-
ing. To explore the potential of our MP on feature learning,
we introduce a partially shared module to learn two recali-
brating parameters (PSRP) for pre-trained models, inspired
by parameter-efficient methods [6, 32]. By combining MP

with PSRP, our MP+ surpasses full fine-tuning while learn-
ing much fewer parameters, whose overview is illustrated
in Figure 1. The contributions of our work are summarized
as follows: (1) To our best knowledge, we make the first
attempt to explore the potential of LP for tuning pre-trained
models. To this end, we propose a Moment Probing (MP)
method, which performs a linear classifier on powerful rep-
resentations characterized by feature distribution. (2) For
the efficiency of MP, we approximate feature distribution
by using first- and second-order moments of features, and
then present a multi-head convolutional cross-covariance
(MHC3) method to explore second-order moments in an ef-
ficient and effective manner. (3) By considering the effect of
our MP on feature learning, we introduce a partially shared
module to learn two recalibrating parameters (PSRP), re-
sulting in a MP+ method. It further exploits the potential of
our MP in tuning pre-trained models. (4) We conduct exten-
sive experiments on ten benchmarks using various models,
and results show our MP is superior to LP while general-
izing well to pre-training strategies, few-shot and out-of-
distribution settings. Besides, our MP+ outperforms exist-
ing parameter-efficient methods, while achieving state-of-
the-art performance.

2. Related Work
2.1. Transfer Learning

Transfer learning aims to reuse the pre-trained models
and re-adapting them to new tasks by fine-tuning them
on a specific dataset. In both of natural language pro-
cessing and computer vision communities, transferring pre-
trained large models to downstream tasks has long been
a popular paradigm [9, 2, 50, 4, 15, 39, 5, 7], which al-
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ways provides rewarding performance with the total amount
of pre-trained data and the scale of the model itself in-
crease. During the transfer process, tuning strategies are
limited to basic full fine-tuning and linear probing, suf-
fering from low parameter efficiency and inferior perfor-
mance. To solve above problem, recent works attempt to ex-
plore parameter-efficient methods by tuning a few of learn-
able parameters in the frozen backbone and sharing most
of the parameters in the backbone for each downstream
task [22, 21, 2, 32, 23, 6]. For example, some works se-
lectively fine-tune the original parameters in the backbone
where SpotTune [14] investigates which layers need to tune
and Bitfit [2] finds that fine-tuning bias term is enough in
some cases. Other works focus on inserting additional mod-
ules to adapt feature transfer. Among them, Adaptor-based
methods [21, 24] insert an additional non-linear MLP block
between frozen layers. VPT [23] adds learnable prompt
tokens into the input space of frozen backbone. SSF [32]
introduces both the scale and shift factors after each op-
eration in backbone. AdaptFormer [6] proposes a parallel
branch adding to the feed-forward network (FFN) of the
pre-trained model. Different from aforementioned works,
our MP makes the first attempt to explore the potential of
LP, while achieving comparable or better performance than
above counterparts at much lower training cost.

2.2. Second-order Pooling

Second-order moment involved in our MP is closely re-
lated to global covariance pooling (GCP) [34], which has
been studied to improve the representation and generaliza-
tion abilities of deep architectures. Previous works [34, 33,
28, 29] have shown that GCP is an effective alternative to
global average pooling (GAP) for visual tasks. For exam-
ple, B-CNN [34] and MPN-COV [28] insert GCP with dif-
ferent post-normalization methods into deep convolutional
neural networks (CNNs) for fine-grained and large-scale
visual, respectively. Recently, DropCov [46] proposes an
adaptive channel dropout method for GCP normalization,
and shows the effectiveness in both deep CNNs and ViTs.
Besides, some researches focus on reducing the dimension
of GCP representations, resulting in several compact mod-
els [11, 26]. Different from the above GCP methods, our
MP presents a multi-head convolutional cross-covariance
(MHC3) to efficiently compute the second-order moment,
which is designed for parameter-efficient tuning of pre-
trained models and outperforms existing counterparts in
terms of efficiency and effectiveness.

3. Proposed Method
In this section, we will introduce the proposed MP+

method. As shown in Figure 1, the core of MP+ is a Mo-
ment Probing (MP) instead of the original LP for tuning
pre-trained models. Besides, a partially shared module to

learn two recalibrating parameters (PSRP) is introduced to
explore the potential of MP for feature learning. In the fol-
lowing, we will describe our MP and PSRP in detail.

3.1. Moment Probing

Linear Classifier on Feature Distribution. Given a set
of N d-dimensional features X ∈ RN×d output from the
block right before classifier of pre-trained models (e.g., fi-
nal word tokens for ViTs and last convolution features for
CNNs), linear probing (LP) builds a linear classifier on a
representation g(X) generated by X, i.e.,

ypred = Wg(X), (1)

where W ∈ RC×S indicates weights of classifier. C and
S are class number of downstream task and the size of rep-
resentation g(X), respectively. For the original LP, g(X)
is usually generated by classification token [10] (weighted
combination of word tokens X), average (mean) pooling of
X (e.g., word tokens [43, 35] or convolution features [36]).
From the statistical perspective, g(X) of LP mainly exploits
first-order statistics of features X. As shown in Eqn. (1),
prediction ypred is definitely influenced by representation
g(X). Therefore, stronger representations potentially make
the prediction more precise.

To this end, we propose a Moment Probing (MP) to gen-
erate stronger representations by exploiting probability dis-
tribution P (X) of features X instead of simple mean point
in g(X), because P (X) can characterize the full picture of
X. As such, our MP aims to perform a linear classifier on
feature distribution P (X):

ypred = ŴP (X). (2)

However, P (X) is usually unknown. Based on the classi-
cal probability theory [3], P (X) can be defined by its char-
acteristic function φX(t), according to Fourier transforms
between φX(t) and probability density function p(X) as

φX(t) = E
[
eitX

]
=

∫
R
eitxdPX(x) =

∫
R
eitxpX(x)dx,

(3)
where i is the imaginary unit, and t ∈ R is the argument
of the characteristic function. Furthermore, we can rewrite
φX(t) with the Taylor series of eitX as:

φX(t) = E

[ ∞∑
k=0

(itX)k

k!

]
=

∞∑
k=0

(it)k

k!
E
[
Xk
]

= 1 + (it)E [X] +
(it)2

2!
E
[
X2
]
+ · · · ,

(4)

where E
[
Xk
]

indicates kth-order moment (Mk) of X. Let
the coefficient of Mk be ωk, we can rewrite Eqn. (4) as

φX(t) = 1+ω1M1+ω2M2+ · · · = 1+

∞∑
k=1

ωkMk, (5)
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Figure 2: Usage details of MP for ViT, Swin transformer
(Sw), ConvNeXt (Co) and AS-MLP (AS).

So far, we can represent feature distribution P (X) by
using its characteristic function as for Eqn. (5). By omitting
the constant term, we reformulate Eqn. (2) as:

ypred = Ŵ

( ∞∑
k=1

ωkMk

)
=

∞∑
k=1

(
ŴkMk

)
, (6)

where we can see that ypred in Eqn. (6) fuses prediction
results from different order moments, which are superior to
single first-order statistics in the original LP. Although com-
bination of more statistics generally leads to a more precise
approximation on feature distribution, it brings much more
computational cost and is sensitive to noise [48]. There-
fore, our MP exploits the first- and second-order moments
to approximate feature distribution for final prediction:

ypred =

2∑
k=1

(
ŴkMk

)
= Ŵ1M1 + Ŵ2M2, (7)

where M1 can be computed as classification token or aver-
age pooling of word tokens as for LP, while M2 is calcu-
lated by XTX.

Efficient Second-order Moment. For the input features
X ∈ RN×d, their second-order moment (M2 = XTX)
results in a d2-dimensional representation. As such, M2

will create large-size representations for high-dimensional
features, bringing the issues of computational burden and
overfitting. To handle above issues, we present a multi-head
convolutional cross-covariance (MHC3) to efficiently com-
pute the second-order moment. As shown in Figure 1b, we
first exploit a 1 × 1 convolution to reduce dimension of X
from d to d̂ (d̂ < d), which are indicated by X̂. Then, fea-
tures X̂ are split into h heads along feature dimension:

[H1;H2; · · · ;Hh] = SP
(
X̂
)
, (8)

where SP indicates a splitting operation, and Hi ∈
RN×(d̂/h) are split features. To capture second-order statis-
tics, we compute mutli-head cross-covariance between two
adjacent split features, i.e.,

Zi = MHCr(Hi,H(i+1)) = ℓ2
(
HT

i H(i+1)

)
, (9)

where Zi leads to a (d̂/h)2-dimensional cross-covariance
representation, which captures second-order statistics be-
tween Hi and H(i+1). ℓ2 is an element-wise ℓ2 normal-
ization to control the magnitude of representation Zi.

It can be seen that Z = {Z1;Z2; · · · ;Zh−1} only cap-
ture second-order statistics between adjacent split features.
To perform interaction among all features and further re-
duce representation size, we introduce a parameter-efficient
Local Representation Aggregation (LRA) block for Z:

LRA(Z) = Concat[Conv23×3(σ(Conv
2
3×3(Z)))], (10)

where Conv23×3 indicates a 3 × 3 convolution with the
stride of 2, while input channel and output one of convo-
lution are h − 1. σ is GELU non-linearity, and Concat is
a concatenated operation. By using Eqn. (8)∼Eqn. (10),
we can compute the proposed MHC3(X), which results in
a (h−1)(d̂/4h)2-dimensional cross-covariance representa-
tion. Compared with d2-dimensional M2 = XTX, size of
our MHC3(X) is at least 16h times less than the original
second-order moment. Based on the proposed MHC3, our
MP is finally computed by

ypred = Ŵ1M1 + Ŵ2MHC3(X). (11)

Usage Details of MP. We provide details on how to ap-
ply our MP for different model families. Specifically, as
shown in Figure 2, for ViTs [10] we utilize the classifica-
tion token (CLS token) as the first-order moment and com-
pute the second-order moment by using MHC3 of the fi-
nal word tokens, which constitutes our MP. For Swin trans-
former (Swin) [35], ConvNeXt [36] and AS-MLP [31], we
perform global average pooling (GAP) of the final word to-
kens (i.e., Swin/AS-MLP) or the final convolution features
(ConvNeXt) as the first-order moment, while these features
are feed to MHC3 for computing the second-order moment.
Finally, predication scores of first- and second-order mo-
ments are summed for fusion.

3.2. PSRP for Feature Recalibration

To further explore the potential of MP, we investigate
the effect of MP on learning intermediate features. To
avoid tuning a number of parameters in large-scale pre-
trained models, recently proposed parameter-efficient meth-
ods learn a few of additional parameters to recalibrate fea-
tures from frozen backbones. Particularly, as shown in Fig-
ure 3 (a), SSF [32] introduces learnable parameters γi ∈
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Figure 3: Comparison of (c) our PSRP with (a) SSF and (b)
AdaptFormer, where SSF respectively introduces parame-
ters γi and βi for scaling and shifting features after each
operation OPi. AdaptFormer designs a tiny network to learn
shifting parameters bi for feature recalibration. Differently,
our PSRP develops a partially shared module to learn both
scaling and shifting parameters.

Rdi and βi ∈ Rdi for scaling and shifting the output from
each operation OPi(Xi) (e.g., multi-head self-attention or
feed forward network (FFN) ) of pre-trained model:

Yi = γi ⊙OPi(Xi)⊕ βi, (12)

where di dimension Xi are inputs of i-operation OPi and
Yi are recalibrated features. ⊙ and ⊕ indicate element-wise
multiplication and addition along dimension, respectively.
As for Eqn. (12), the parameters γi and βi are irrelevant
to Xi, neglecting effect of input. As shown in Figure 3
(b), AdaptFormer [6] designs an input-based tiny network
to learn shifting parameters for feature recalibration in FFN,
but it ignores the effect of scaling parameters. As suggested
in SSF [32], both scaling and shifting operations help model
transfer in downstream tasks.

Based on above analysis, we introduce two input-based
tiny networks to learn both scaling and shifting parameters
for feature recalibration. By considering parameter effi-
ciency, we develop a partially shared module to learn two
recalibrating parameters (PSRP). As shown in Figure 3 (c),
our PSRP learns scaling (wl) and shifting (bl) parameters
of lth-layer outputs as

wl = W1
up(ReLU(Wdown(Xl))),

bl = W2
up(ReLU(Wdown(Xl))),

(13)

where Xl ∈ Rdl are inputs of lth-layer, while W1
up ∈

Rdl×dh , W2
up ∈ Rdl×dh and Wdown ∈ Rdh×dl are learn-

able parameters with hidden dimension of dh. Finally, we

obtain the recalibrated features by using wl and bl as

Yl = (wl + 1)⊙ FFN(LN(Xl))⊕ bl, (14)

where LN indicates layer normalization [1], and 1 is a vec-
tor of all ones.

4. Experiments
In this section, we first describe the experimental set-

tings, and then compare with state-of-the-art (SOTA) meth-
ods on various downstream datasets as well as using dif-
ferent pre-trained models. Sec. 4.3 conducts ablation stud-
ies to assess the effect of key components on our MP. Ad-
ditionally, we evaluate generalization ablity of our MP to
out-of-distribution datasets, other parameter-efficient meth-
ods, pre-training strategies and few-shot setting in Sec. 4.4,
Sec. 4.5 Sec. 4.6 and Sec. 4.7, respectively.

4.1. Experimental Settings

Pre-trained Backbone. In our experiments, we adopt four
kinds of backbone models, including ViT [10], Swin Trans-
former [35], ConvNeXt [36], and AS-MLP [31]. Specif-
ically, we first employ the pre-trained ViT-B/16, Swin-B,
ConvNeXt-B, and AS-MLP to compare with SOTA meth-
ods on downstream tasks. Then, ViT-B/16 pre-trained on
ImageNet-21K is used to evaluate the generalization of our
MP to out-of-distribution and few-shot settings. Addition-
ally, we employ ViT-Base/16, ViT-Large/14, ViT-Large/16
and ViT-Huge/14 for assessing generalization to different
pre-training strategies (e.g., MAE [15] and CLIP [39] ).

Datasets. Following the settings in SSF [32], we em-
ploy five datasets (i.e., CUB-200-2011 [45], NABirds [44],
Oxford Flowers [38], Stanford Dogs [25], and Stanford
Cars [12]) for fine-grained visual classification. Besides,
CIFAR-100 [27] and ImageNet-1K [8] are used for gen-
eral image classification. Additionally, ImageNet-A [20],
ImageNet-R [18] and ImageNet-C [19] are considered to
evaluate the robustness of our method to out-of-distribution.

Implementation Details. For fine-tuning models pre-
trained by fully-supervised scheme [10] and CLIP [39], we
follow the same settings in [10, 32]. Specifically, for data
augmentation, the input images are cropped to 224×224
with a random horizontal flip for FGVC datasets, while
stronger data augmentation strategies [10] are adopted
for CIFAR-100 and ImageNet-1K. AdamW [37] with
warmup and cosine annealing schedule of learning rate
is used for network optimization. For fine-tuning mod-
els pre-trained by MAE [15], we follow its official con-
figurations of LP on ImageNet-1K, which adopt a lin-
ear scaling rule [13]. Refer to the supplementary mate-
rials for more details. Source code will be available at
https://github.com/mingzeG/Moment-Probing
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Method
Dataset

CIFAR-100
CUB-200

-2011 NABirds
Oxford
Flowers

Stanford
Dogs

Stanford
Cars Mean

Params.
(M)

Linear probing 88.7 85.3 75.9 97.9 86.2 51.3 80.88 0.17
MP (Ours) 93.8(5.1) 89.3(4.0) 84.9(9.0) 99.6(1.7) 89.5(3.3) 83.6(32.3) 90.12(9.24) 1.20
Adapter [21] 93.3 87.1 84.3 98.5 89.8 68.6 86.93 0.40
Bias [2] 93.4 88.4 84.2 98.8 91.2 79.4 89.23 0.27
VPT-Shallow [23] 90.4 86.7 78.8 98.4 90.7 68.7 85.62 0.25
VPT-Deep [23] 93.2 88.5 84.2 99.0 90.2 83.6 89.78 0.81
AdaptFormer [6] 93.6 88.4 84.7 99.2 88.2 81.9 89.33 0.46
SSF [32] 94.0 89.5 85.7 99.6 89.6 89.2 91.27 0.38
Full fine-tuning 93.8 87.3 82.7 98.8 89.4 84.5 89.42 85.96
MP+ (Ours) 94.2 89.9 86.1 99.7 90.2 89.4 91.58 1.64

Table 2: Comparison of various fine-tuning methods on different downstream tasks (i.e., CIFAR-100 and FGVC datasets),
where ViT-B/16 model pre-trained on ImageNet-21K is used as basic backbone.

Method
Model

ViT-B/16 Swin-B ConvNeXt-B AS-MLP-B

Linear probing 82.04 83.25 84.05 79.04
MP (Ours) 83.15(1.11) 84.62(1.37) 85.09(1.04) 84.03(4.99)

Adapter [21] 82.72 83.82 84.49 88.01
Bias [2] 82.74 83.92 84.63 87.46
VPT-Shallow [23] 82.08 83.29 - -
VPT-Deep [23] 82.45 83.44 - -
AdaptFormer [6] 83.01 84.08 84.79 88.86
SSF [32] 83.10 84.40 84.85 88.28
Full fine-tuning 83.58 85.20 85.80 89.96
MP+ (Ours) 83.62 84.95 85.37 89.82

Table 3: Comparison of various fine-tuning methods us-
ing different backbones, where ViT-B/16, Swin-B, and
ConvNeXt-B are pre-trained on ImageNet-21K and fine-
tuned on ImageNet-1K. AS-MLP-B is pre-trained on
ImageNet-1K and fine-tuned on CIFAR-100.

4.2. Comparison with SOTA

To verify the effectiveness of our MP, we compare with
several SOTA fine-tuning methods on seven downstream
classification tasks. Specifically, we compare with SOTA
methods on CIFAR-100 and FGVC datasets, where ViT-
B/16 model pre-trained on ImageNet-21K is used as a basic
backbone. Besides, we compare with SOTA methods using
various backbone models on ImageNet-1K and CIFAR-100.
Top-1 accuracy is used as evaluation metric while the best
and second-best results for all methods are highlighted in
red and blue, respectively.

Downstream Tasks. First, we compare our MP with SOTA
methods on CIFAR-100 and FGVC datasets by using ViT-
B/16 model pre-trained on ImageNet-21K. From Table 2
we can observe that (1) our MP consistently outperforms
the original LP on all downstream tasks by a large margin,
achieving 9.24% gains on average. We owe these perfor-
mance gains to exploration of the stronger representations
for linear classifier inherent in our MP. (2) Compared to

full fine-tuning and other parameter-efficient methods, MP
achieves comparable or even better performance at much
lower training cost (see Figure 4), showing the potential of
MP in tuning pre-trained models. (3) By considering the
effect of MP on feature learning, MP+ achieves further im-
provement and surpasses all compared tuning methods, ver-
ifying the effectiveness of MP on feature learning.

Backbone Models. Furthermore, we compare our MP
with SOTA methods using four backbone models, includ-
ing ViT-B/16 [10], Swin-B [35], ConvNeXt-B [36] and AS-
MLP [31], which cover Vision Transformers (ViTs), deep
CNNs and MLP-Mixer. Specifically, ViT-B/16, Swin-B and
ConvNeXt-B are pre-trained on ImageNet-21K and fine-
tuned on ImageNet-1K, while AS-MLP is pre-trained on
ImageNet-1K and fine-tuned on CIFAR-100. Table 3 gives
the compared results, where MP outperforms LP by more
than 1% and about 5% on ImageNet-1K and CIFAR-100,
respectively. Besides, MP is superior to existing parameter-
efficient methods on ImageNet-1K. Since there exists large
domain gap between ImageNet-1K and CIFAR-100, feature
learning is necessary to achieve promising performance. As
such, MP+ brings 5.72% gains over MP for AS-MLP on
CIFAR-100. Particularly, our MP+ performs better than its
counterparts, while obtaining very similar results with full
fine-tuning, but it is much more parameter-efficient. These
results verify the effectiveness of MP on various backbones.

Comparison of Computational Complexity. To assess
computational efficiency of our MP, we compare with ex-
isting methods in terms of training time per batch and GPU
memory usage for training, where ViT-B/16 [10] pre-trained
on ImageNet-21K is used as a basic backbone. All models
are fine-tuned with a batch size of 64 on a single NVIDIA
A100 GPU. As shown in Figure 4, our MP shares similar
computational cost with one of LP and it is much more ef-
ficient than other existing parameter-efficient methods, be-
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Method Params.(M) Acc.(%)
CLS token 0.77 82.04

GAP 0.77 79.34
GCP 4.10 80.11

MHC3 2.88 82.10
CLS token + GAP 1.54 81.74
CLS token + GCP 4.86 82.54

MP 3.65 83.15

(a) Probing representations.

Dimension d̂
Params.

(M)
Acc.
(%)

128 0.93 82.56
256 1.44 82.72
384 2.36 82.90
512 3.65 83.15
640 5.44 83.24
768 7.41 83.35

(b) Dimension d̂ in MP.

AdaptMLP PSRP

Dim. dh
Params.

(M)
Acc.
(%)

Params.
(M)

Acc.
(%)

4 0.84 82.62 0.88 82.80
8 0.92 82.85 0.99 83.04
16 1.06 83.01 1.21 83.18
32 1.36 83.08 1.65 83.31
64 1.95 83.19 2.53 83.43

(c) Dimension dh in PSRP.

Table 4: Ablation studies on MP and PSRP. Note that the results highlighted color indicate the default settings of our work.

Figure 4: Comparison of computational complexity for var-
ious fine-tuning methods in terms of training time and train-
ing memory.

cause MP and LP avoid gradient computation and update
for the intermediate layers. Our MP+ shares similar com-
putational cost with those of parameter-efficient methods,
while being more efficient than full fine-tuning and SSF.
According to above results, we can conclude that our MP
provides a promising solution to achieve a good trade-off
between performance and computational complexity, which
is more suitable for low-cost computing resource.

4.3. Ablation Studies

In this subsection, we make ablation studies to evaluate
the effect of key components, including probing representa-
tions, feature dimension d in MP and hidden dimension dh
in PSRP. Besides, we compare MHC3 with state-of-the-art
second-order representations. Here, we use ViT-B/16 pre-
trained on ImageNet-21K as backbone and fine-tune it on
ImageNet-1K.

Comparison of Different Probing Representations. To
assess effect of representations on linear probing, we com-
pare with several representations, including classification
token (CLS token), global average pooling (GAP) of word
tokens, the original global covariance pooling (GCP) of
word tokens and their combinations. As shown in Table 4a,
we can see that CLS token (weighted combination of word

tokens) is superior to GAP. Particularly, the original GCP
brings no gain over CLS token. In contrast, our MHC3 is
slightly superior to CLS token, while outperforming GCP
by ∼2% with fewer parameters. It indicates that our MHC3

explores second-order moments for tuning pre-trained mod-
els in a more effective and efficient way. By combining
CLS token with GCP or MHC3, the performance will fur-
ther increase. However, combination of CLS token with
GAP leads to inferior performance, which may be caused
by both CLS token and GAP are first-order statistics, suf-
fering from weak complementary. Our MP explores both
first- and second-order moment to achieve the best results,
performing better than second-best method (CLS token +
GCP) by 0.6% with fewer parameters. Above results clearly
demonstrate the effectiveness of representations in our MP
for linear probing.

Effect of Dimension on MP and PSRP. For computing
our MHC3, we first exploit a 1 × 1 convolution layer to
reduce dimension of features X from d to d̂ (d̂ < d). To
evaluate effect of dimension d̂, we experiment with MP by
changing d̂ from 128 to 768. As listed in Table 4b, per-
formance of MP consistently increases when d̂ becomes
larger. However, larger d̂ will involve more parameters.
To balance efficiency and effectiveness, we set d̂ to 512
throughout all experiments. Furthermore, we assess effect
of hidden dimension dh in Eqn. (13) on our PSRP, and com-
pare with AdaptMLP [6]. As compared in Table 4c, larger
dh leads to better performance but more parameters for
both AdaptMLP and PSRP. Meanwhile, our PSRP consis-
tently outperforms AdaptMLP with few additional parame-
ters, verifying the effectiveness of PSRP. In our work, dh is
set to 16 for efficiency and effectiveness trade-off.

Comparison of Second-order Moment To evaluate the ef-
ficiency and effectiveness of MHC3 for computing second-
order moment, we compare with two state-of-the-art
second-order representations (i.e., B-CNN [34] and iSQRT-
COV [28]) on ImageNet-1k, where ViT-B/16 pretrained on
ImageNet-21K is used as the backbone. To achieve a good
efficiency and effectiveness trade-off, we set feature dimen-
sion d̂ to 128 for all compared second-order representa-
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Method Params.(M) Acc.(%)
GCP 4.10 80.11
B-CNN [34] 4.10 80.38
iSQRT-COV [28] 4.10 80.39
MHC3 2.88 82.10
CLS token + GCP 4.86 82.54
CLS token + B-CNN 4.86 82.68
CLS token + iSQRT-COV 4.86 82.62
MP (Ours) 3.65 83.15

Table 5: Comparison of second-order representations on
IN-1K in terms of tuning parameters (Params.) and Top-
1 accuracy (Acc.).

tions. As shown in Table 5, our MHC3 improves exist-
ing second-order representations more than 1.71% in Top-
1 accuracy, while having fewer parameters. Furthermore,
our MP is superior to all combinations of classification to-
ken (CLS token) with other second-order representations in
terms of both efficiency and effectiveness. These results
above clearly demonstrate that MHC3 involved in our MP
is more suitable for tuning pre-trained models.

4.4. Robustness to OOD Setting

To verify the robustness of our MP, we conduct ex-
periments on three out-of-distribution (OOD) datasets, in-
cluding ImageNet-A (IN-A) [20], ImageNet-R (IN-R) [18]
and ImageNet-C (IN-C) [19]. Specifically, we first fine-
tune ViT-Base/16 model pre-trained on ImageNet-21K by
using ImageNet-1K (IN-1K), and directly perform infer-
ence on three OOD datasets without any training. Here
we compare our MP/MP+ with several SOTA methods in
Table 6, where we can observe that our MP improves LP
over about 3%∼5% on three OOD datasets. Meanwhile,
MP is very competitive to existing parameter-efficient meth-
ods at lower training cost. Particularly, full fine-tuning is
high-performance on IN-1K, but it shows weak generaliza-
tion to OOD datasets. On the contrary, our MP+ shows
high-performance on both IN-1K and OOD datasets. MP+

achieves the best results on IN-A and IN-C, while being
comparable to the recently proposed SSF on IN-R. Above
results demonstrate our MP and MP+ have the ability to
equip pre-trained models with stronger robustness to OOD.

4.5. Generalization to Parameter-efficient Methods

To verify the generalization of our MP, we further
evaluate the effect of our MP by combining it with
other parameter-efficient methods (ie, VPT [23], Adapt-
Former [6], SSF [32]). Specifically, we keep the experimen-
tal settings in Sec. 4.4. As shown in Table 6, we can see that
MP brings 0.86%, 0.58% and 0.46% improvement gains for

Method
Dataset

IN-1K (↑) IN-A (↑) IN-R (↑) IN-C (↓)

Linear probing 82.04 33.91 52.87 46.91
MP (Ours) 83.15(1.11) 39.14(5.23) 55.91(3.04) 41.75(5.16)

Adapter [6] 82.72 42.21 54.13 42.65
Bias [2] 82.74 42.12 55.94 41.90
VPT-Shallow [23] 82.08 30.93 53.72 46.88
VPT-Deep [23] 82.45 39.10 53.54 43.10
AdaptFormer [6] 83.01 42.96 54.45 42.35
SSF [32] 83.10 45.88 56.77 41.47
Full fine-tuning 83.58 34.49 51.29 46.47
MP + VPT-Deep 83.31 39.76 54.21 41.92
MP + AdaptFormer 83.43 43.59 54.89 41.33
MP + SSF 83.56 45.56 56.95 41.32
MP+ (Ours) 83.62 46.11 56.67 41.14

Table 6: Comparison of various fine-tuning methods on out-
of-distribution datasets, where Top-1 accuracy (%) is used
as metric on IN-1K, IN-A and IN-R and mean corruption
error is used as metric on IN-C. Note that ↑ and ↓ indicate
the higher and the lower are better, respectively.

VPT-Deep, AdaptFormer, and SSF in IN-1K, respectively.
Besides, MP has an ability to improve the robustness of ex-
isting parameter-efficient methods to OOD settings. These
results above verify the effectiveness and complementarity
of our MP to existing parameter-efficient methods. Addi-
tionally, our MP+ outperforms all combinations of MP with
existing parameter-efficient methods, demonstrating the su-
periority of our partially shared module to learn two recali-
brating parameters (PSRP) over existing parameter-efficient
methods.

4.6. Generalization to Pre-training Strategies

To explore the effect of different pre-training strategies,
we conduct experiments by using various backbones un-
der supervised (SUP [10]) and self-supervised (MAE [15],
CLIP [39]) settings. For SUP setting, we evaluate our
methods using five ViT models (i.e., ViT-Small/16, ViT-
Small/32, ViT-Base/16, ViT-Base/32, ViT-Large/16) those
are pre-trained on ImageNet-21K, and fine-tune them on
ImageNet-1K. As shown in the left two columns of Fig-
ure 5, our MP consistently outperforms LP by a large mar-
gin. Besides, our MP obtains comparable or even better re-
sults with full fine-tuning, when model sizes increase. Par-
ticularly, MP (85.25%, 4.4M) and MP+ (85.95%, 5.6M)
outperform full fine-tuning (85.04%, 304.3M) by 0.21%
and 0.71% with tuning much fewer parameters for ViT-
L/16. For self-supervised objectives (i.e., MAE and CLIP),
we use ViT-Base/16, ViT-Large/14, ViT-Large/16 and ViT-
Huge/14 as basic backbones. As shown in the right two
columns of Figure 5, MP still improves LP by a clear mar-
gin, while MP+ brings further performance gains over MP.
Since MAE aims to optimize parameters for image recon-
struction, which suffers from a clear gap for classification
task and may require to tune amount of parameters for per-
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Figure 5: Comparisons across different pre-trained objectives and scales. The shadow region indicates performance gap
between MP and LP. The size of markers is proportional to number of trainable parameters in log scale.

Figure 6: Comparison of various fine-tuning methods under
few-shot setting. The shadow region indicates performance
gap between MP and LP. The size of markers is proportional
to number of trainable parameters in log scale.

forming model transfer. As such, full fine-tuning achieves
the best results. For CLIP, our MP+ achieves comparable
results with full fine-tuning especially on large-size model,
but it is more parameter-efficient. These results show our
MP methods can generalize well to different pre-training
strategies.

4.7. Generalization to Few-shot Setting

Finally, we evaluate the performance of our MP and
MP+ under few-shot setting. Following the setting in [39,
47], we conduct experiments on ImageNet-1K by select-
ing {1, 2, 4, 8, 16} samples for each class as the training
set, where ViT-B/16 model pre-trained on ImageNet-21K
is used as the backbone. For each setting, we make three
trials and report the average results in Figure 6. It can be
seen that full fine-tuning is inferior to LP, which may be
caused by that full fine-tuning requires to learn amount of

parameters and is difficult to optimize on tiny/small train-
ing sets. Our MP is superior to LP for all cases, while
MP+ achieves further performance improvement by consid-
ering parameter-efficient feature learning. The comparisons
above demonstrate that parameter-efficient designs for pow-
erful representations and feature learning encourage our MP
methods show good generalization to few-shot samples.

5. Conclusion

In this paper, we made an attempt to explore the potential
of LP for tuning pre-trained models from the perspective
of representations for linear classifiers. Particularly, we
propose a Moment Probing (MP) method to feed a powerful
representation characterized by feature distribution into
classifier, where feature distribution is approximated by
combining the original first-order moment of features with
an efficient second-order moments (i.e., multi-head convo-
lutional cross-covariance, MHC3). Extensive experiments
on various settings (e.g., FGVC, different backbones,
out-of-distribution, few-shot samples and pre-training
strategies) demonstrate the effectiveness and efficiency of
MP on tuning pre-trained models. By introducing PSRP
modules, our MP+ achieves state-of-the-art performance
by considering feature learning in a parameter-efficient
manner. In the future, we will investigate to extend our MP
in prompt learning task [49].
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