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Abstract

Deep neural networks have achieved remarkable results
across various tasks. However, they are susceptible to ad-
versarial examples, which are generated by adding adver-
sarial perturbations to original data. Adversarial training
(AT) is the most effective defense mechanism against adver-
sarial examples and has received significant attention. Re-
cent studies highlight the importance of example exploita-
tion, where the model’s learning intensity is altered for
specific examples to extend classic AT approaches. How-
ever, the analysis methodologies employed by these stud-
ies are varied and contradictory, which may lead to con-
fusion in future research. To address this issue, we pro-
vide a comprehensive summary of representative strategies
focusing on exploiting examples within a unified frame-
work. Furthermore, we investigate the role of examples
in AT and find that examples which contribute primarily
to accuracy or robustness are distinct. Based on this find-
ing, we propose a novel example-exploitation idea that can
further improve the performance of advanced AT meth-
ods. This new idea suggests that critical challenges in AT,
such as the accuracy-robustness trade-off, robust overfit-
ting, and catastrophic overfitting, can be alleviated simulta-
neously from an example-exploitation perspective. The code
can be found in https://github.com/geyao1995/advancing-
example-exploitation-in-adversarial-training.

1. Introduction
Adversarial examples, generated by adding adversarial

perturbations to original data, can easily deceive today’s
deep learning models [1]. Among numerous methods to
mitigate this vulnerability, adversarial training (AT) is the
most effective which takes adversarial examples into the
training process [2, 3, 4, 5]. However, AT is not without
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limitations and confronts critical challenges, including: (1)
the trade-off between accuracy (classification success rate
for original samples) and robustness (classification success
rate for examples after adding adversarial perturbations),
where improving one metric comes at the expense of the
other [3]; (2) the phenomenon of robust overfitting (RO),
which is characterized by a gradual decline in robustness
during the later stage of training [6]; and (3) the occur-
rence of catastrophic overfitting (CO), which leads to a sud-
den drop in robustness after a particular epoch of training
[7]. To alleviate these challenges, numerous research ef-
forts have explored diverse perspectives, such as modifying
model components [8, 9], refining weight optimization poli-
cies [10, 11], and generating supplementary training data
[12, 13]. In addition, example exploitation has emerged as
a promising perspective that has gained sustained attention.
It emphasizes the unequal contribution of examples to the
model during AT and is less computationally demanding
compared to other perspectives [14, 15, 16, 17, 18]. More-
over, it holds great potential to uncover the essence of ad-
versarial examples.

To enhance AT, example-exploitation methods typically
aim to promote or discourage the learning of specific ex-
ample features by the model. To prevent the model from
overfitting erroneous features, SAT dynamically adjusts the
one-hot label of each example in each training epoch [14].
MART prioritizes the impact of misclassified examples
on model robustness by incorporating a misclassification-
aware term into its objective function [15]. FAT assigns
each example a different attack iteration to search for
friendly adversarial examples that can improve model ac-
curacy [16]. GAIRAT reweights the loss function for each
example based on its geometry value, which approximates
the distance from the example to the class boundary [17].
The recent work TEAT integrates the temporal ensembling
approach to prevent excessive memorization of noisy ad-
versarial examples [18]. Although these works offer vari-
ous strategies for exploiting examples, their underlying in-
sights are different and sometimes conflicting. For instance,
MART focuses on examples that FAT aims to avoid. To
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eliminate confusion caused by these discrepancies in fu-
ture studies, a systematic summary of example-exploitation
methods is necessary to advance this field.

In this paper, we propose an unified framework to sum-
marize the exploiting strategies used in representative works
by dividing examples into two crucial parts: accuracy-
crucial (A-C) and robustness-crucial (R-C). Our investiga-
tion shows that A-C and R-C examples significantly con-
tribute to accuracy and robustness, respectively, and the in-
sights of existing example-exploitation research can be in-
terpreted as treating A-C and R-C examples differently. We
also demonstrate that there is further potential for advance-
ment in the topic of example-exploitation AT by investigat-
ing the roles of A-C and R-C examples. To improve the
efficacy of A-C and R-C examples, we propose a novel ex-
ample treatment that emphasizes the importance of both A-
C examples for accuracy and R-C examples for robustness.
By applying this treatment in AT, we achieve simultaneous
alleviation of the previously mentioned critical challenges
from the perspective of example exploitation, which has not
been achieved by any prior work. Specifically, our contri-
butions are summarized as follows:
• We perform a systematic analysis of example-exploitation

methods in adversarial training and identify the examples
that have a greater impact on improving either accuracy
or robustness.

• We propose a novel treatment idea for exploiting exam-
ples in adversarial training, which fully leverages the po-
tential of accuracy-crucial examples to improve accuracy
and robustness-crucial examples to enhance robustness.

• Through simply applying our treatment to adversarial
training, we demonstrate, for the first time, the possi-
bility of simultaneously alleviating three critical chal-
lenges: the accuracy-robustness trade-off, robust over-
fitting, and catastrophic overfitting, solely from the
example-exploitation perspective.

2. Related work
To confer adversarial robustness on the model, Adver-

sarial Training (AT) calculates the perturbation for each
original example to generate the adversarial counterpart
and considers them as training examples. Over samples
(x, y) ∈ D : (X ,Y), let f(x;θ) denotes the classification
function of the model f with parameters θ, which maps in-
put example x to the output logits for classes in Y . The
adversarial perturbation δ satisfies ∥δ∥p ≤ ε for a small
ε > 0 to keep it imperceptible (we focus on the p = ∞
in this paper). According to [2], training a robust classifi-
cation model can be formalized as the following min-max
optimization problem:

min
θ

E(x,y)∼D

[
max

∥δ∥∞≤ε
L(f(x+ δ;θ), y)

]
, (1)

where L can be set as Cross-Entropy (CE) loss, which is
commonly used in classification tasks. The inner maximiza-
tion is approximated by generating adversarial perturbation
δ through the attack in the training process. One popular
method to generate δ is Projected Gradient Descent (PGD)
[2], which performs a fixed number of gradient ascent iter-
ations using a small step-size a:

δk+1 = Clip(a · sign(∇x+δk
L(f(x+ δk;θ), y)), (2)

where Clip keeps x + δ stay in the ε-ball centered at x.
AT exhibits the trade-off phenomenon between accuracy
and robustness. For balancing the them, TRADES [3] uses
Kullback-Leibler divergence (KL) loss to implement L in
Equation (2). The overall loss of TRADES is

CE (f(x,θ), y) + λ ·KL (f(x,θ)∥f(x′,θ)) , (3)

where x′ is the adversarial example x+ δ and λ is the reg-
ularization weight. Generally, a larger λ may increase ro-
bustness but decrease accuracy [3].

In contrast to the multi-step AT method presented above,
single-step adversarial training remains an area of interest
as it can reduce the computational costs associated with
multi-step iterations during the training phase. One itera-
tion of gradient ascent with respect to the original examples
x is performed to generate δ [19]:

δ = ε · sign(∇xL(f(x;θ), y)). (4)

While many methods, such as SAT [14], MART [15],
FAT [16], GAIRAT [17], and TEAT [18], have demon-
strated the effectiveness of example-exploitation in multi-
step AT, there has been no work done to extend this perspec-
tive to single-step AT. In this paper, we show that single-step
AT can also benefit from example-exploitation, as we im-
prove two single-step methods: FastAT [7] and GradAlign
[20]. The appendix provides additional details on both rep-
resentative example-exploitation AT methods and advanced
single-step AT methods.

3. Roles of different examples
In this section, we introduce a new metric called ”robust-

ness confidence” that can identify examples crucial to accu-
racy or robustness. We then use this metric to analyze rep-
resentative adversarial training (AT) methods. The demon-
strative experiments in this section are based on CIFAR10
[21] dataset and PreAct ResNet-18 [22] model.

3.1. Robustness confidence of each example

To identify the role of example xi in training, we define
the robustness confidence ci. At tth training epoch, ci can
be denoted as cti:

cti = α · ct−1
i + (1− α) · py(x

′
i), (5)
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Examples sorted by their robustness confidence  :

Accuracy-crucial examples 
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Figure 1: Identification for A-C and R-C examples in two datasets. More examples are shown in the appendix.
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(b) Test results of TRADES with different λ

Figure 2: In two panels, the solid points correspond to the accuracy on the A-C examples subset and the robustness on the
R-C examples subset. And the hollow points correspond to the accuracy on the R-C examples subset and the robustness on
the A-C examples subset. The axes are broken for zooming in on details.

where cti ∈ [0, 1], α is the momentum factor and py(x
′
i)

is the predicted classification probability for true class y.
At first epoch, c1i is initialized as py(x

′
i). The accumula-

tion of py(x
′
i) in Equation (5) is achieved through temporal

ensembling operation technique, which is also adopted in
other works [23, 14, 18]. However, robustness confidence
ci serves a distinct purpose: it quantifies the model’s ability
to correctly classify adversarial examples x′

i generated from
xi throughout the training process. A value of ci closer to
1 implies that the model can more easily fit the adversar-
ial features around xi, whereas a value closer to 0 indicates
that the model struggles to learn valid features from xi′, as
py(x

′
i) remains small in every epoch.

3.2. Accuracy/Robustness-crucial examples

Based on proposed robustness confidence c, we de-
fine two types of examples: accuracy-crucial (A-C) and
robustness-crucial (R-C). An A-C example is characterized

by having a small robustness confidence, while an R-C ex-
ample has a large robustness confidence. To illustrate the
concept of A-C and R-C examples, we present a diagram
in Figure 1. Additionally, we evaluate the performance of
different adversarial training (AT) methods on subsets of A-
C and R-C examples (i.e., 30% of the test examples with
the smallest and largest c values, respectively) in Figure 2a.
Since TRADES method can disentangle the accuracy and
robustness of the model, we also vary λ in Equation (3) to
investigate the changes of model performance on A-C and
R-C examples, as shown in Figure 2b.

In Figure 2, we can observe the following: 1) The hollow
points predominantly appear in the upper left corner, indi-
cating that AT methods typically yield low robustness on A-
C examples and high accuracy on R-C examples. 2) Com-
pared to the hollow points, the solid points display notice-
able variability in the lower right region, suggesting that the
performance differences among these AT methods mainly
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Table 1: Different treatments of some adversatial training methods and corresponding test results. The symbol +/− means
the method tends to enhance/reduce the accuracy (Acc) or robustness (Rob) learning on A-C or R-C examples. The symbol
↑/↓ means the performance increases/decreases on A-C or R-C examples in test set (compared with TRADES). The symbol
✓/✗ means the method relieves/worsens the robust overfitting (RO). The treatments of each AT method are analyzed in detail
in the appendix.

Treatments on training set Results on test set

A-C
examples

R-C
examples

A-C
examples

R-C
examples

All
examples RO

Acc Rob Acc Rob Acc Rob Acc Rob Acc Rob

SAT [14] − ↓ ↓ ↑ ↓ ↑ ✓

MART [15] + ↓ ↑ ↓ ↓ ↑ ✗

FAT [16] − − ↑ ↑ ↓ ↑ ↓ ✓

GAIRAT [17] + + ↑ ↑ ↓ ↓ ↓ ↑ ✗

TEAT [18] − ↑ ↑ ↑ ↑ ✓

Ours − + ↑ ↑ ↑ ↑ ✓

stem from their accuracy on A-C examples and robustness
on R-C examples. 3) The results of the TRADES method
provide a more intuitive rule: improving robustness on R-C
examples can lead to a decrease in accuracy on A-C exam-
ples, and vice versa. These findings offer a novel insight
into AT: To strengthen the effectiveness of adversarial
training, it is important to emphasize accuracy on A-C
examples and robustness on R-C examples.

The above conclusion motivate us to investigate how the
insights derived from example-exploitation AT methods in-
teract with the A-C and R-C examples. To ensure a viable
comparison, we explore the correlation of robustness confi-
dence (c) with other metrics studied in AT [17, 24, 25, 26]
and find positive/negative correlations with them (see ap-
pendix for details). Thus, we can use c to uniformly analyze
the treatments of examples in various AT methods. Table 1
summarizes different treatments and corresponding test re-
sults for some multi-step AT methods from four viewpoints:
accuracy learning on A-C examples, accuracy learning on
R-C examples, robustness learning on A-C examples and
robustness learning on R-C examples. The table shows that
some treatments have opposing strategies to others, such as
MART and GAIRAT enhancing robustness learning on A-
C examples while FAT and TEAT reducing this learning.
Hence, it is imperative to conduct additional research on A-
C/R-C examples to identify the optimal treatment that con-
fers maximal benefits to AT.

4. Further exploitation on examples

In this section, we investigate the effect of A-C and R-C
examples on the accuracy and robustness in AT by design-

ing comparative experiments. We propose a new treatment
of examples that addresses how to handle A-C/R-C parts,
and provide a simple implementation for its application.

4.1. Effect of A-C and R-C examples

As example-exploitation AT methods treat accuracy-
crucial (A-C) and robustness-crucial (R-C) examples dif-
ferently, it is important to investigate how these two types
of examples impact model performance. For this purpose,
we utilize TRADES to disentangle the accuracy and robust-
ness. The loss function of TRADES can be rewritten as

λacc ·CE (f(x,θ), y)+λrob ·KL (f(x,θ)∥f(x′,θ)) , (6)

where the weights for CE and KL in Equation (6) are de-
noted by λacc and λrob, respectively. Since CE and KL
are responsible for accuracy and robustness learning, in-
creasing (decreasing) λacc/λrob means we want the model
to learn more (less) features to achieve a higher (lower) ac-
curacy/robustness [27, 3]. Therefore, we can adjust them to
investigate the influence on model performance when treat-
ing A-C/R-C examples differently.

We use SAC and SRC to denote two subsets consisting
of 30% training examples with the smallest and largest c49i
(just before the 50th epoch, where the first learning rate de-
cay occurs), respectively. For λacc/λrob, we only change
them for SAC /SRC and keep them at default values for
the remaining 70% examples (default λacc/λrob is 1/6 in
TRADES). The main observations from the experiments,
shown in Figure 3, are as follows:
1. As shown in Figure 3a, enhancing the accuracy learn-
ing on A-C examples (λacc: 1→1.5) significantly im-
proves the test accuracy but causes severe robust overfitting
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Figure 3: Test accuracy (solid line) and robustness (dashed line) of models when change λacc / λrob on SAC / SRC in training
after the first learning rate decay occurs (50th epoch). At 75th epoch, the second learning rate decay occurs. The λacc is 1 and
the λrob is 6 if not specified. We vary λrob by a larger degree in panel (d) to obtain the change between curves comparable to
that in panel (c).

(the dashed orange line shows a noticeable downward ten-
dency). Conversely, reducing the accuracy learning (λacc:
1→0.5) relieves the robust overfitting but brings a large
drop in accuracy. This observation is linked to the discovery
that in order to improve accuracy, the model needs to mem-
orize A-C examples [28, 29, 30], which will come at the
cost of reduced robustness [18]. Therefore, modifying the
accuracy learning on A-C examples to enhance the model’s
accuracy or robustness may not be appropriate for AT.
2. As shown in Figure 3b, changing λacc for R-C examples
has less impact on test performance. This is due to the fact
that the model has already generalized R-C examples well
in the early stage of training [31]. Therefore, changing the
accuracy learning on R-C examples to improve the model
accuracy or robustness may have a negligible effect on AT.
3. By comparing the results presented in Figure 3c and 3d,
it becomes evident that the trade-off between accuracy and
robustness is influenced differently depending on whether
we decrease or increase the robustness learning on A-C or
R-C examples. Specifically, when the robustness learning
is reduced (represented by the blue lines), decreasing λrob

on A-C examples (as shown in Figure 3c) results in more
accuracy improvements with fewer sacrifices in robustness
compared to decreasing λrob on R-C examples (as shown
in Figure 3d). On the other hand, when enhancing the ro-
bustness learning (represented by the orange lines), increas-
ing λrob on R-C examples (as shown in Figure 3d) leads to
more improvements in robustness with less loss in accuracy
compared to increasing λrob on A-C examples (as shown
in Figure 3c). These results highlight the distinct impact of
A-C and R-C examples on adversarial training, and indicate
that the most effective approach for enhancing the accuracy-

robustness trade-off is to reduce (or enhance) the robustness
learning on A-C (or R-C) examples.

4.2. Reasonableness of new treatment

Based on our observations, we propose an appropri-
ate treatment for examples in AT: reduce the robustness
learning on A-C examples and enhance the robustness
learning on R-C examples. We found that R-C examples
have salient features while A-C examples have misleading
features, as illustrated in Figure 1. The R-C examples on
the right are easily identifiable as true classes, while the A-C
examples on the left are challenging even for humans to rec-
ognize the inner objects. Moreover, when comparing A-C
and R-C examples within a single class (see appendix), we
observed that the R-C examples share strong visual similar-
ities, while the A-C examples exhibit diverse visual char-
acteristics. Several works have demonstrated that to defend
against adversarial examples, AT should learn more salient
features aligned with human perception [27, 32, 33, 34],
which supports our proposed treatment of emphasizing ro-
bustness learning on R-C examples.

4.3. Application of new treatment

Applying our treatment is easy and flexible. Here we in-
troduce a straightforward way to integrate the treatment into
AT. Specifically, we can replace a fixed hyper-parameter of
existing methods with an adaptive one to adjust the degree
of robustness learning for each example.

Taking multi-step TRADES method for instance, the
hyper-parameter λ in its loss (Equation (3)) is fixed for all
examples. Using a larger fixed λ will lead to higher robust-
ness but lower accuracy of the model [3]. Guided by our
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Algorithm 1: Implementation for the proposed treatment in AT
Require: Training dataset D, model f with parameters θ, attacker A (from TRADES or FastAT), batch size m, number of epochs

T , initial warm-up epochs Ts(Ts > 2), (λmin, λmax) for multi-step AT, (amin, amax) for single-step AT

// ****** For multi-step AT ******

for t = 1 to T do
if t ≥ Ts then Calculate cti in Equation (5);
for mini-batch {(x1, y1), . . . , (xm, ym)} ⊂ D do

for i = 1 to m (in parallel) do
if t < Ts then λi = λmin else Calculate λi

in Equation (7);
δi = A(xi); x′

i = xi + δi;
end
Optimize θ in Equation (8) using λi;

end
end

// ****** For single-step AT ******

for t = 1 to T do
if t ≥ Ts then Calculate cti in Equation (5);
for mini-batch {(x1, y1), . . . , (xm, ym)} ⊂ D do

for i = 1 to m (in parallel) do
if t < Ts then ai = amin else Calculate ai

in Equation (9);
δi = A(xi, ai); x′

i = xi + δi;
end
Optimize θ in Equation (11);

end
end

treatment of examples, replacing the fixed λ, we assign a
different λi to each training example xi by linear interpo-
lation according to the position of xi in the ranking result
of all examples using robustness confidence c. At the tth
epoch, λi can be expressed as

λi = λmin +
λmax − λmin

M − 1
·
(
argsortxi

(ct)− 1
)

(7)

where M is the number of training examples, λmin and
λmax define the range of different λi, and argsort deter-
mines the rank index of cti in all ct in ascending order. λmin

is the value for the A-C example with the smallest c at every
epoch, and λmax is the value for the R-C example with the
largest c. The loss function of such updated TRADES is

CE (f(xi,θ),yi) + λi ·KL (f(xi,θ)∥f(x′
i,θ)) . (8)

For single-step AT, considering FastAT method as a case,
we use adaptive step-size ai instead the fixed one for each
example xi to generate adversarial perturbation δi in train-
ing process:

ai = amin +
amax − amin

M − 1
·
(
argsortxi

(ct)− 1
)
; (9)

δi = ai · sign(∇xi
CE(f(xi;θ), yi)). (10)

Comparing Equation (9) with Equation (7), we can find ai
is calculated in the same way as λi and the range of ai is
also determined by two hyper-parameters amin and amax.
The loss function of such updated FastAT is

CE (f(xi + δi,θ),yi) . (11)

As presented above, we can implement our treatment in
AT by simply assigning large/small λi and ai to R-C/A-
C examples. The extra computational costs (memory and
time) are negligible. Algorithm 1 outlines the training pro-
cedures for both implementations.

5. Advantages of new treatment

In this section, we apply our treatment to more AT meth-
ods and evaluate their performance. Our experimental re-
sults corroborate the effectiveness of the proposed treat-
ment in alleviating three critical challenges in AT: the trade-
off between accuracy and robustness, robustness overfitting,
and catastrophic overfitting.

Settings of experiments We conduct experiments on
three datasets: CIFAR10, CIFAR100 [21], and TinyIma-
geNet [35]. The models used include PreAct ResNet [22]
(for CIFAR10 and CIFAR100) and Wide ResNet [36] (for
TinyImageNet). All models are trained for 100 epochs on a
single NVIDIA 3090 GPU. To evaluate the robustness, we
adopt ℓ∞-norm PGD [2] and Auto [37] methods to gener-
ate adversarial examples. For PGD attack, we use PGD-
n to represent PGD attack with n iterations. We perform
Auto attack using open-source toolboxes with default set-
tings [37]. We conduct three independent trials with dif-
ferent random seeds and report the means. As the standard
deviations are small and have no impact on the results, we
omit them from the table to save space. The appendix in-
cludes more detailed hyper-parameters as well as additional
experimental results and ablation studies.

5.1. Improvement on accuracy-robustness trade-off

As mentioned in Section 4.1, our treatment can improve
the trade-off between accuracy and robustness. To confirm
this benefit, we update two examples-exploitation AT meth-
ods, the classic TRADES [3] and state-of-the-art TEAT
[18], based on the approach proposed in Section 4.3, and
compare them with their original versions. The trade-off
curves for these methods are shown in Figure 4, where we
observe that, in comparison with original method, the up-
dated method achieves improved robustness without sacri-
ficing accuracy, and vice versa. These results validate our
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Figure 4: The trade-off comparison between original and
updated (denoted with ⋆) methods. The robustness is evalu-
ated by PGD-20 attack. We vary the λ/λmin, λmax in these
methods for better accuracy or robustness. The x-/y-axis in-
dicates the robustness/accuracy.

conclusion that the proposed treatment effectively exploits
A-C examples with outlying features to improve accuracy
and R-C examples with salient features to improve robust-
ness.

5.2. Inspiration for relieving robustness overfitting

To relieve the issue of robustness overfitting (RO), which
is characterized by a slow decline in robustness that typi-
cally occurs in the later stage (after the first learning decay
happens) of multi-step AT, TEAT hinders the model from
excessively memorizing difficult examples. However, we
discover that enhancing robust learning for easy R-C ex-
amples, can also relieve RO. As depicted in Figure 5, in-
creasing λmax to enhance the robustness learning of R-C
examples further relieves robustness degradation in the late
training stages. By combining these ideas, we can more
intuitively interpret the RO phenomenon: The model ex-
pects to learn robustness from R-C examples with salient
features, but the memorization effect [28, 18] may lead the
model to focus on A-C examples in the later training stage,
whose features are inconsistent with those of R-C examples,
causing a decline in robustness. As a result, maintaining ro-
bustness learning on R-C examples should be prioritized to
relieve RO.

5.3. Effective for preventing catastrophic overfitting

Catastrophic overfitting (CO) is a major challenge in
single-step adversarial training, where robustness rapidly
degrades after a certain training epoch. Current solutions
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Figure 5: Comparison of robust overfitting after the first
learning decay happens (50th epoch) with different parame-
ters. The test curves are evaluated by PGD-20 attack. The
λmin is fixed to 1 and λmax is chosen from 10, 15, 20.

Table 2: Test performance (%) of original and updated (de-
noted with ⋆) single-step AT methods. The test checkpoint
of FastAT is selected before CO happens with the best ro-
bustness. We set a to 10 for original methods following
their default settings [7, 20]. For the updated methods, we
adjust amin, amax to make one of accuracy and robustness
similar to the original method to provide a more obvious
comparison.

Dataset Method Accuracy Robustness

PGD-50 Auto

CIFAR10

FastAT 76.13 41.30 38.94
FastAT ⋆ 89.22 38.98 37.27

GradAlign 75.96 42.28 38.41
GradAlign ⋆ 76.50 44.29 40.58

CIFAR100

FastAT 48.47 20.25 16.93
FastAT ⋆ 61.29 17.79 16.75

GradAlign 48.65 20.26 17.03
GradAlign ⋆ 49.78 20.69 17.38

TinyImageNet

FastAT 34.72 13.53 9.64
FastAT ⋆ 61.03 13.18 11.92

GradAlign 35.54 14.74 11.28
GradAlign ⋆ 53.36 15.83 12.61

to this problem often require non-trivial modifications to
the training process, which come with additional compu-
tational burden [20, 25, 11]. However, from the perspective
of example exploitation, we find that CO can be prevented
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Figure 6: Comparison of test curves of FastAT method be-
fore and after (denoted with ⋆) the update. The robustness
curves are evaluated by PGD-50 attack.

almost cost-free. To this end, we update two single-step AT
methods, FastAT [7] and GradAlign [20], according to the
approach outlined in Section 4.3.

FastAT is a classic method whose proposed random ini-
tialization technique has been adopted in subsequent single-
step works. However, it still cannot prevent CO definitively.
Our treatment can effectively prevent catastrophic overfit-
ting (CO) in FastAT method with 100 training epochs. The
results are presented in Figure 6, where the test curves of
FastAT before and after the update are compared. It can
be observed that FastAT suffers from CO, causing a rapid
degradation of robustness to 0% on both CIFAR10 and CI-
FAR100 datasets. However, after applying our treatment
based on example exploitation, FastAT exhibits stable ro-
bustness and a significant improvement in accuracy. Specif-
ically, considering the detailed results in Table 2, we ob-
serve that the updated FastAT method sacrifices up to 2.46%
of its robustness in exchange for the ability to prevent CO.
Furthermore, our treatment yields a significant improve-
ment in accuracy, of at least 12.82%, owing to the enhanced
contribution of A-C examples. The GradAlign method aims

to prevent CO by maximizing the gradient alignment inside
the perturbation set. The results in Table 2 demonstrate that
our treatment can further enhance its performance in terms
of both accuracy and robustness. Our successful application
of the treatment to FastAT and GradAlign methods high-
lights the potential of example-exploitation as a promising
approach for preventing CO and enhancing the performance
of single-step AT.

6. Discussion of proposed application

When considering the application of existing treatments
in different example-exploitation methods, we acknowledge
that the treatment we designed in Section 4.3 is the simplest.
There is potential to apply our treatment in a more advanced
way. For instance, the weight assignment function could be
changed from a linear to a more advanced non-linear func-
tion, such as sigmoid or tanh [17]. Additionally, the adjust-
ment of robustness learning on different examples, which
is implemented by controlling the λ parameter for the KL
loss in our application, can also be accomplished by varying
the attack strength of generated adversarial examples dur-
ing training [16]. Furthermore, it is feasible to emphasize
the contribution of A-C and R-C examples to AT by adding
a new regularization term to the loss [15].

The primary contribution in this paper is a treatment for
examples that is better suited for adversarial training. Our
proposed application approach serves as a validation of the
effectiveness of this treatment. Although more advanced
application approaches may potentially yield better perfor-
mance, we did not extensively study them. This is because,
for future works seeking to benefit from the exploitation of
examples, the application approach may vary depending on
the specific use case, but the guiding insight we provide will
remain constant.

7. Conclusions

This paper focuses on example-exploitation adversarial
training and investigates the unequal contribution of exam-
ples to the accuracy and robustness of the model. We iden-
tify two types of examples, namely accuracy-crucial and
robustness-crucial, which have different roles in adversar-
ial training. We conduct a systematic analysis of the dif-
ferent treatments in various methods and propose a novel
treatment that guides both multi-step and single-step AT.
Specifically, our treatment reduces robustness learning on
accuracy-crucial examples and enhances it on robustness-
crucial examples. The experimental results demonstrate
that using this treatment in adversarial training can ef-
fectively alleviate critical challenges in AT, including the
accuracy-robustness trade-off, robust overfitting, and catas-
trophic overfitting.
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