Abstract

Implicit Neural Representations (INR) or neural fields have emerged as a popular framework to encode multimedia signals such as images and radiance fields while retaining high-quality. Recently, learnable feature grids proposed by Müller et al. [1] have allowed significant speed-up in the training as well as the sampling of INRs by replacing a large neural network with a multi-resolution look-up table of feature vectors and a much smaller neural network. However, these feature grids come at the expense of large memory consumption which can be a bottleneck for storage and streaming applications. In this work, we propose SHACIRA, a simple yet effective task-agnostic framework for compressing such feature grids with no additional post-hoc pruning/quantization stages. We reparameterize feature grids with quantized latent weights and apply entropy regularization in the latent space to achieve high levels of compression across various domains. Quantitative and qualitative results on diverse datasets consisting of images, videos, and radiance fields, show that our approach outperforms existing INR approaches without the need for any large datasets or domain-specific heuristics. Our project page is available at https://shacira.github.io.

1. Introduction

In today’s digital age, large quantities of data in different modalities (images, audio, video, 3D) is created and transmitted every day. Compressing this data with minimal loss of information is hence an important problem and a number of techniques have been developed in the last few decades to address this challenging problem. While the conventional methods such as JPEG [5] for images, HEVC [6] for videos excel at encoding signals in their respective domains, coordinate-based implicit neural representations (INR) or Neural Fields [7] have emerged as a popular alternative for representing complex signals because of their ability to capture high frequency details, and adaptability for diverse domains. INRs are typically multi layer perceptrons (MLPs) optimized to learn a scalar or vector field. They
take a coordinate (location and/or time) as input and predict a continuous signal value(s) as output (such as pixel color/occupancy). Recently, various works have adapted INRs to represent a variety of signals such as audio [8], images [9–12], videos [13, 14], shapes [15, 16], and radiance fields [3, 17]. Unsurprisingly, several methods have been proposed to compress INRs using quantization [10, 14, 18], pruning, or a combination of both [13]. The focus of these works is to compress the weights of the MLP, which often leads to either a big drop in the reconstruction quality, or slow convergence for high resolution signals.

In this work, we consider a different class of INR approaches that employ learnable multi-resolution feature grids [1, 19]. These feature grids store feature vectors at different coordinate locations with varying Level-Of-Detail (LOD). The features from different levels (or resolutions) are concatenated and passed through a tiny MLP to reconstruct the required signal. This shifts the burden of representing the signal to the feature grid instead of the MLP. Such methods have shown to be effective in approximating complex signals such as 3D scenes and gigapixel images with high fidelity [1] and fast training time (since the cost of lookup is very small). However, the size of the feature grid can be very large which is neither memory efficient and impractical for many real-world applications with network bandwidth or storage constraints.

We propose an end-to-end learning framework for compressing such feature grids without any loss in reconstruction performance. Our feature grid consists of quantized feature vectors and parameterized decoders which transform the feature vectors into continuous values before passing them to MLP. We use an entropy regularization loss on the latent features to reduce the size of the discrete latents without significantly affecting the reconstruction performance. To address the discretization gap inherent to this discrete optimization problem, we employ an annealing approach to the discrete latents which improves the training stability of the latents, converging to better minima. Both entropy regularization and reconstruction objective can be trained jointly in an end-to-end manner without requiring post-hoc quantization, pruning or finetuning stages. Further, the hierarchical nature of feature grids allows scaling to high dimensional signals unlike pure MLP-based implicit methods.

As seen in Figure 1, the proposed approach is able to compress feature-grid methods such as Instant-NGP [1] with almost an order of magnitude while retaining the performance in terms of PSNR for gigapixel images and 3D scenes from the RTMV dataset [20]. We also conduct extensive quantitative experiments and show results on standard image compression benchmarks such as the Kodak dataset outperforming the classic JPEG codec as well as other implicit methods in the high compression regime. Our approach can even be trivially extend to videos, performing competitively with video-specific INR methods such as NeRV [13], without explicitly exploiting the inherent temporal redundancy present in videos. The key contribution of our work is to directly compress the learnable feature grid with proposed entropy regularization loss and highlight its adaptability to diverse signals. We summarize our contributions below:

- We introduce an end-to-end trainable compression framework for implicit feature grids by maintaining discrete latent representations and parameterized decoders.

- We provide extensive experiments on compression benchmarks for a variety of domains such as images, videos, and 3D scenes showing the generalizability of our approach outperforming a variety of INR works.

2. Related work

Learned image/video compression: A large number of neural compression works for images consist of an autoencoder framework [21, 22] which transform/encode a data point to a latent code and decode the quantized latent to obtain a reconstruction of the data signal. The autoencoder is typically trained in an end-to-end fashion on a large training dataset by minimizing a rate-distortion objective. Numerous extensions to these works introduce other improvements such as hyperpriors [23], autoregressive modeling [24], Gaussian mixture likelihoods and attention modules [25], improved inference [26]. Another set of works extends this framework for videos as well [27–30] exploiting the inherent temporal redundancy. These approaches achieve impressive compression results outperforming classical codecs in their respective domains. In contrast, we focus on a different class of works involving implicit neural representations (INRs) which overfit a network to each datapoint and store only the network weights to achieve data compression.

INRs and application to data compression: INRs [31] are a rapidly growing field popularized for representing 3D geometry and appearance [3, 15, 32, 33] and have since been applied to a wide variety of fields such as GANs [34, 35], image/video compression [9, 10, 13, 14, 18], robotics [36] and so on. Meta-learning on auxiliary datasets has been shown to provide good initializations and improvements in reconstruction performance while also greatly increasing convergence speed for INRs [11, 16, 18]. Our approach can similarly benefit from such meta-learning stages but we do not focus on it and rather highlight the effectiveness of our approach to compress feature-grid based INRs and its advantages over MLP-based INRs. Perhaps the closest work to our approach is that of VQAD [4] which performs
Figure 2: Overview of our approach: We maintain latent representations which are quantized and decoded using parameterized decoders to obtain a hash table/feature-grid at different levels. We then index the input coordinate into the hash table to obtain feature vectors. The feature vectors are then concatenated and passed through an MLP to obtain the output signal.

3. Approach

Our goal is to simultaneously train and compress feature-grid based implicit neural networks. Section 3.1 provides a brief overview of feature-grid INRs proposed in [1]. Section 3.2 describes various components of our approach while Section 3.3 discusses compressing feature grids. Our approach for end-to-end feature grid compression is outlined in Section 3.4 and also illustrated in Figure 2.

3.1. Feature-grid INRs

INRs or neural fields [7] typically learn a mapping $g_{\phi}(x) : \mathbb{R}^d \rightarrow \mathbb{R}^c$ where $g$ is an MLP with parameters $\phi$. Input $x \in \mathbb{R}^d$ to the MLP are $d$ dimensional coordinates, where $d = 2$ in the case of images, 3 in the case of videos, or 5 in the case of radiance fields. $c$-dimensional output can represent RGB colors or occupancy in space-time for the given input coordinates. Such methods are able to achieve high-quality reconstructions, however, suffer from long training times and scalability to high-resolution signals. A few works have suggested utilizing fixed positional encodings of input coordinates [46] to be able to reconstruct complex high-resolution signals but the training time of these networks still poses a big challenge. To alleviate this issue, [1, 19] proposed storing the input encodings in the form of a learnable feature grid. The feature grid allows for significant speed-up in the training time by replacing a large neural network with a multi-resolution look-up table of feature vectors and a much smaller neural network. We now provide a brief overview of Instant-NGP [1].

For ease of explanation, for the rest of this section, we will assume input is a 2D signal $x \in \mathbb{R}^2$. However, all the techniques we discuss can be directly applied to the 3D case. In this framework, we represent the feature grid by a set of parametric embeddings $Z$. $Z$ is arranged into $L$ levels representing varying resolutions or Levels-Of-Detail (LOD). More formerly, each level has its own embedding matrix $Z_l$, and hence $Z = \{Z_1, \ldots, Z_L\}$. The number of feature vectors in the embedding matrix $Z_l$ depends on the resolution of the level $R_l$. For coarser resolutions, we allow $Z_l$ to consist of $R_l^2$ rows, but for finer resolutions, we cap the maximum number of rows in the matrix to $T$. Hence for
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Here $\phi$ is the final prediction of INR for the input $x$. Since the concatenation, indexing, and interpolation operations are differentiable, parameters $\{\phi, Z\}$ can be optimized using any gradient based optimizer by minimizing a loss function $L(\hat{y}, y)$ between the predicted $\hat{y}$ and ground-truth signal $y$. $L$ can be any differentiable loss function such as the Mean Squared Error (MSE). The MLP is typically very small in comparison to MLP-based INRs. Thus, $\phi$ consists of far fewer parameters than $Z$. Such an INR design allows for much faster training and inference as the cost of indexing into the feature grid is quite small.

3.2. Feature-grid reparameterization

While feature-grid INRs can converge faster than pure-MLP approaches, the space required to store all the param-

ers at different levels can rise very rapidly if we want high-

fidelity reconstructions for high-resolution inputs. This makes them unsuitable for resource-constrained applica-

ations. We thus aim to reduce the storage size of these feature grids. To this effect, we propose to maintain discrete or quantized latent representations $Q_d \in \mathbb{R}^{T_l \times D}$ for each embedding $Z_l \in \mathbb{R}^{T_l \times F}$. The latents, consisting of only integer values, can be of any dimension $D$ with a larger $D$ allowing for greater representation power at the cost of storage size.

In order to map these discrete latent features $Q_l$ to the continuous features in the embedding table $Z_l$, we propose a parameterized decoder $d_\theta : \mathbb{R}^D \rightarrow \mathbb{R}^F$. While it is possible to use separate complex decoders for each level, in practice, we observed that a single shared decoder parameterized as a linear transform across all $L$ levels works pretty well and has a minimal impact on the training/inference times and fidelity of reconstructions.

Note that the quantized latents $Q$ are no more differentiable (here we dropped the subscript $l$ without loss of generality for notational simplicity). In order to optimize these quantized latents, we maintain a continuous proxy parameters $\hat{Q}$ of the same size as $Q$. $\hat{Q}$ is obtained by rounding $Q$ to the nearest integer. To make this operation differentiable, we utilize the Straight-Through Estimator (STE). In STE, we use quantized weights $\hat{Q}$ during the forward pass, but use the continuous proxies to propagate the gradients from $Q$ to $\hat{Q}$ during the backward pass.

STE serves as a simple differentiable approximation to the rounding operation but leads to a large rounding error $\|Q - \hat{Q}\|$. To overcome this issue, we utilize an annealing approach [26] to perform a soft rounding operation. We represent $Q$ by either rounding up (denoted as $\lceil \cdot \rceil$) or down (denoted as $\lfloor \cdot \rfloor$) $\hat{Q}$ to the nearest integer. Using one-hot gates $b \in \{0, 1\}$, where $b = 0$ corresponds to rounding up, $b = 1$ corresponds to rounding down, we can represent $Q = b\hat{Q} + (1 - b)[\hat{Q}]$. The gate $b$ is sampled from a soft relaxed 2-class distribution

$$
\text{Prob}(b = 0) \propto \exp \left\{ -\tanh^{-1} \left( \hat{Q} - [\hat{Q}] / \tau \right) \right\}
$$

$$
\text{Prob}(b = 1) \propto \exp \left\{ -\tanh^{-1} \left( [\hat{Q}] - \hat{Q} / \tau \right) \right\}
$$

where $\tau > 0$ represents the temperature parameter. $\hat{Q}$ approaching either $[\hat{Q}]$ or $\hat{Q}$ thus increases the likelihood of sampling to that respective value. In the beginning of the training, $\tau = 1$ and is a poor approximator of rounding operation but provides more stable gradients. As training progresses, $\tau$ is annealed towards zero, so that the random distribution converges to a deterministic one at the end of training. The gradients are propagated through the samples using the Gumbel reparameterization trick [49].

3.3. Feature-grid compression

To further improve compression levels, we minimize the entropy of the latents using learnable probability models [23]. We note that our learned latents $Q$ or $\hat{Q}$ are of dimensions $T \times D$. We can interpret these latents as consisting of $T$ samples from a discrete $D$ dimensional probability distribution. We introduce $D$ probability models one for each latent dimension $d \in \{1, \ldots, D\}$, $P_d : \mathbb{R} \rightarrow [0, 1]$. We discuss the exact form of $P_d$ in the supplementary material. With these probability models, we can minimize the length of a bit sequence encoding $\hat{Q}$ by minimizing the self-information loss or the entropy of $\hat{Q}$ [50]

$$
\mathcal{L}_I(\hat{Q}) = -\frac{1}{T} \sum_{d=1}^{D} \sum_{i=1}^{T} \log_2 \left( P_d \left( \hat{Q}[i,d] + n \right) \right)
$$
where \( n \sim \mathcal{U}(-1, 1) \) represents the uniform random distribution to approximate the effects of quantization, and \( L_I \) is the self-information loss.

### 3.4. End-to-end optimization

We provide an overview of our approach in Fig. 2. We maintain continuous learnable latents \( \mathbf{Q} \). The proposed annealing approach (Sec. 3.1) progressively converges the continuous \( \mathbf{Q} \) to the discrete \( \mathbf{Q} \). The approach is made differentiable using the gumbel reparameterization trick and straight-through estimator. \( \mathbf{Q} \) is passed through the decoder \( \mathbf{d}_\theta \) with parameters \( \theta \) to obtain the feature grid table \( \mathbf{Z} \). We then index \( \mathbf{Z} \) at different levels/resolutions using the coordinates \( \mathbf{x} \) to obtain a concatenated feature vector \( \mathbf{f} \) which is passed through an MLP \( g_\phi \) to obtain the predicted signal \( \hat{\mathbf{y}} \).

\[
\mathbf{Q} = \text{discretize}(\hat{\mathbf{Q}}) \tag{6}
\]
\[
\mathbf{Z} = \mathbf{d}_\theta(\mathbf{Q}) \tag{7}
\]
\[
\hat{\mathbf{y}} = g_\phi(\text{concat}[\text{interp}(\mathbf{Z}, \mathbf{x})]) \tag{8}
\]

Our framework is thus fully differentiable in the forward and backward pass. For a given signal \( \mathbf{y} \) and its corresponding input coordinate grid \( \mathbf{x} \), we optimize the parameters \( \phi \) of MLP \( g_\phi \), discrete feature grid \( \mathbf{Q} \), discrete to continuous decoder \( \mathbf{d}_\theta \), and the probability models \( \{P_d\} \) in an end-to-end manner by minimizing the following rate distortion objective

\[
L_{\text{MSE}}(\hat{\mathbf{y}}, \mathbf{y}) + \lambda_I L_I(\hat{\mathbf{Q}}) \tag{9}
\]

where \( \lambda_I \) controls the rate-distortion optimization trade-off. Post training, the quantized latents are stored losslessly using algorithms such as arithmetic coding [51] utilizing the probability tables from the density models \( \{P_d\} \).

### 4. Experiments

We apply our INR framework to images, videos, and radiance fields. We outline our experimental setup in Sec. 4.1. Sec. 4.2, Sec. 4.3, and Sec. 4.4 provide results on compression for images, radiance fields, and videos respectively. Sec. 4.5 illustrates the application of our approach for progressive streaming. Sec. 4.6 discusses the convergence speeds of our approach. Sec. 4.7 ablates the effect of entropy regularization and annealing. Additional experiments and ablations are provided in the supplementary material.

#### 4.1. Experimental details and setup

We show image compression performance on the Kodak dataset [52] consisting of 24 images of resolution 512 \( \times \) 768. To show our scalability to larger images, we provide results on higher resolution images varying from 2M pixels to 1G pixels. We use the Kaolin-Wisp library [53] for our experiments on radiance fields. In addition to the Lego scene in Fig. 1, we provide results on 10 bricks scenes from the RTMV dataset [20] which contains a wide variety of complex 3D scenes. For videos, we benchmark on the UVG dataset [54] consisting of seven 1080p resolution videos consisting of 600 frames each at 120fps. Additionally, we extract the first frame from these 7 videos to create a 7-image dataset, UVG-F, for benchmarking image compression at 1080 \( \times \) 1920 resolution against other popular INR compression approaches. We primarily measure distortion in terms of the PNSR (dB) and rate in terms of Bits-Per-Pixel (BPP) (or model size for neural fields).

We fix the minimum grid resolution to 16 and vary the number of per-level entries \( T \), the number of levels \( L \), and the maximum grid resolution for various modalities to control the rate/distortion trade-off. We fix the number of hidden MLP layers to 2 with the ReLU activation. We fix the batch size (number of coordinates per iteration) to be 2\(^{18}\) for all our experiments except Kodak where we pass the full coordinate grid. The entropy regularization parameter is set to 1.0\( e^{-4} \) for all our experiments unless specified otherwise. The parameters are optimized using the Adam optimizer [55]. We provide additional experimental details in the supplementary material.

#### 4.2. Scalable image compression

We visualize results on the Kodak benchmark in Fig. 3. We outperform the MLP-based INR approaches of COIN [9], COIN++ [10] by a significant margin at all bitrates. We outperform [18], which utilizes positional encodings and weight quantization, at higher bitrates while also having much lesser encoding times (as we show in
Table 1: Image compression at varying resolutions. We compare against implicit network methods of INGP [1], Positional [18], SIREN [8], and the auto-encoder based work, RDAE [23]. We achieve high values of PSNR, maintaining similar quality reconstructions as INGP while requiring far fewer bits ($4 \times 9\times$).

<table>
<thead>
<tr>
<th>Image</th>
<th>Method</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>BPP ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>UVG-F (1920 × 1080)</td>
<td>Positional [18]</td>
<td>33.17</td>
<td>0.86</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>JPEG [5]</td>
<td>36.98</td>
<td>0.91</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>RDAE [23]</td>
<td>34.23</td>
<td>0.93</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>37.74</td>
<td>0.92</td>
<td>0.76</td>
</tr>
<tr>
<td>SMACS (4630 × 4537)</td>
<td>INGP [1]</td>
<td>34.61</td>
<td>0.86</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>JPEG [5]</td>
<td>34.77</td>
<td>0.86</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>RDAE [23]</td>
<td>34.06</td>
<td>0.89</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>34.90</td>
<td>0.86</td>
<td>0.04</td>
</tr>
<tr>
<td>Cosmic-Cliffs (8441 × 14575)</td>
<td>INGP [1]</td>
<td>38.78</td>
<td>0.96</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>SIREN [8]</td>
<td>27.32</td>
<td>0.90</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>JPEG [5]</td>
<td>38.38</td>
<td>0.95</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>RDAE [23]</td>
<td>37.90</td>
<td>0.97</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>38.79</td>
<td>0.96</td>
<td>0.11</td>
</tr>
<tr>
<td>Pearl (23466 × 20000)</td>
<td>INGP [1]</td>
<td>29.62</td>
<td>0.84</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>JPEG [5]</td>
<td>29.10</td>
<td>0.84</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>29.44</td>
<td>0.84</td>
<td>0.12</td>
</tr>
<tr>
<td>Tokyo (21450 × 56718)</td>
<td>INGP [1]</td>
<td>31.87</td>
<td>0.82</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>JPEG [5]</td>
<td>31.16</td>
<td>0.82</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>31.62</td>
<td>0.82</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Sec. 4.6) We show qualitative results on one of the images from the KODAK dataset in Fig. 4. We obtain higher quality reconstructions ($28.66 \rightarrow 34.68$ PSNR) capturing fine details while also requiring fewer bits for storage ($1.02 \rightarrow 0.88$ BPP) as compared to [18]. However, we observe slightly lower performance in the low BPP regime where uncompressed MLP weights represent a significant fraction ($\sim 25\%$) of the total size. We hypothesize that at lower bit rates, compression of MLPs can achieve further reduction in model size. Our work focuses only on the compression of feature grids and can potentially benefit from the complimentary works on MLP compression.

We additionally outperform JPEG for the full range of BPP with a much larger gap at lower bitrates. Notice the blocking artifacts in Fig. 4 for JPEG while we achieve consistent reconstructions. However, the classical methods of JPEG2000, BPG and the autoencoder based work of [23] continue to outperform our method, especially in the higher BPP regime. Nevertheless, we reduce the gap between INRs and autoencoder in the low-dimensional image space.

In order to understand the scalability of various image compression methods with image resolution, we compress images in the UVG-F dataset ($1920 \times 1080$) and 4 images with increasing resolution. Results are summarized in Table 1. We outperform [18] by a large margin on the UVG-F dataset with an improvement of over $4.5\%$BPP while also requiring $2\times$ fewer bits. This is also observed in Fig. 4 (right column) where we capture much finer high frequency details compared to the positional encoding approach of [18]. We marginally outperform JPEG as well in the high BPP regime which again exhibits minor blocking artifacts. Perhaps, the most surprising result is the performance of the Rate-Distortion AutoEncoder (RDAE) based approach [23] which does not scale very well to large dimensions. We obtain a 3.5dB improvement in PSNR while maintaining a similar BPP albeit with slightly lower SSIM score.

For higher image resolutions, we continue to observe negligible drops in performance compared to INGP [1] while achieving $4\sim9\times$ smaller bitrates. We qualitatively visualize results on the Cosmic-cliffs image (with a resolution of $8441 \times 14575$) in Fig. 5. We achieve a similar PSNR as Instant-NGP (38.78 dB) with $\sim 6\times$ reduction in bitrates. MLP-based INRs such as SIRENs [8] are unable to cap-
Figure 5: Compression result visualization on the Cosmic-Cliffs image for 4 methods. We obtain similar PSNR and reconstruction quality as Instant-NGP while $\sim 6 \times$ smaller. SIREN fails to fit high frequency information leading to blurry patches as seen. JPEG on the other hand suffers from blocking artifacts and discoloration leading to drop in reconstruction quality.

Figure 6: Evaluation on V8 from the RTMV dataset ($1600 \times 1600$ resolution). We obtain $\sim 60 \times$ compression compared to Instant-NGP but with a PSNR drop of 1dB. We outperform VQAD obtaining higher PSNR at similar model size. We also obtain much finer reconstructions when compared with VQAD as shown in the zoomed patches.

4.3. Radiance fields compression

We now turn to the application of SHACIRA to neural radiance fields or NeRFs. We compare our approach against the baseline Instant-NGP [1], mip-NERF [56] and VQAD [4], a codebook based feature-grid compression approach. We evaluate on 10 brick scenes from the RTMV dataset by training each approach for 600 epochs and summarize the results in Table 3. We marginally outperform the baseline INGP in terms of all the reconstruction metrics of PSNR, SSIM and LPIPS while also achieving $\sim 48 \times$ compression requiring an average of only 1MB per scene. We also outperform mip-NERF performing better on PSNR and SSIM while reducing the storage size. For a better comparison with VQAD (based off of NGLOD-NERF [19]), we scale down $T$, the maximum number of hashes. We see that we obtain $\sim 20\%$ lower model size at 0.43 MB compared to 0.55 MB of VQAD while slightly better in the reconstruction metrics. We also see a clear improvement over VQAD for the LEGO NeRF scene visualized in Figure 1. VQAD has around 1.5dB PSNR drop while still being $\sim 7 \times$ larger in terms of storage size. Additionally, VQAD fails to scale for higher bitwidth due to memory constraints even on an NVIDIA RTX A100 GPU with 40GB GPU RAM.

To better illustrate the 3 approaches of INGP, VQAD and SHACIRA, we train on the full resolution V8 scene ($1600 \times 1600$) for 600 epochs, visualizing the results in Fig. 6. We outperform VQAD (+1dB) at similar model size and obtain $\sim 60 \times$ compression compared to INGP, but with 1dB drop in PSNR. Nevertheless, we reconstruct the scene with fewer artifacts and consistency in the intricate detail resulting in blurry images and achieve low PSNR (27.32 dB). JPEGs also lead to a large drop in performance in the similar low BPP regime ($\sim 0.15$).
Figure 7: Our multiresolution compressed representations can be transmitted at varying LODs at inference time (without any retraining) making it suitable for applications with progressive streaming.

Table 2: Comparison against various video INR approaches on the UVG dataset. We outperform NIRVANA with higher PSNR and lower BPP while obtaining slightly lower PSNR than NeRV at $3 \times$ reduction in model size.

<table>
<thead>
<tr>
<th>Method</th>
<th>Encoding Time ↓</th>
<th>PSNR ↑</th>
<th>BPP ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIREN</td>
<td>15 hours</td>
<td>27.20</td>
<td>0.28</td>
</tr>
<tr>
<td>NeRV</td>
<td>3.5 hours</td>
<td>35.54</td>
<td>0.66</td>
</tr>
<tr>
<td>NIRVANA</td>
<td>4 hours</td>
<td>34.71</td>
<td>0.32</td>
</tr>
<tr>
<td>Ours</td>
<td>6.5 hours</td>
<td>35.01</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 3: Comparison of various methods on scenes in the RTMV dataset. We marginally outperform the baseline Instant-NGP in terms of all metrics while also achieving a $48 \times$ compression.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>LPIPS ↓</th>
<th>Storage ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeRF</td>
<td>28.28</td>
<td>0.9398</td>
<td>0.0410</td>
<td>2.5MB</td>
</tr>
<tr>
<td>mip-NERF</td>
<td>31.61</td>
<td>0.9582</td>
<td>0.0214</td>
<td>1.2MB</td>
</tr>
<tr>
<td>NGLOD-NERF</td>
<td>32.72</td>
<td>0.9700</td>
<td>0.0379</td>
<td>$\approx20$MB</td>
</tr>
<tr>
<td>VQAD</td>
<td>31.45</td>
<td>0.9638</td>
<td>0.0468</td>
<td>0.55MB</td>
</tr>
<tr>
<td>Ours</td>
<td>31.46</td>
<td>0.9657</td>
<td>0.0428</td>
<td>0.43MB</td>
</tr>
<tr>
<td>Instant-NGP</td>
<td>31.88</td>
<td>0.9690</td>
<td>0.0381</td>
<td>48.9MB</td>
</tr>
<tr>
<td>Ours</td>
<td>32.14</td>
<td>0.9704</td>
<td>0.0348</td>
<td>1.03MB</td>
</tr>
</tbody>
</table>

shapes, compared to VQAD as highlighted in the patches.

4.4. Video compression

Next, we apply our approach to video compression as well. As a baseline, we compare against SIREN a coordinate-based INR. We also compare against NeRV [13], a video INR based approach which takes a positional encoding as input and predicts frame-wise outputs for a video. We also compare against another video INR, NIRVANA [14], which is an autoregressive patch-wise prediction framework for compressing videos. We run the baselines on the UVG dataset, with the results shown in Table 2.

We outperform SIREN by a significant margin with +7dB gain in PSNR and 25% lesser BPP and shorter encoding times. This is to be expected as SIREN fails to scale to higher dimensional signals such as videos usually with more than $10^{10}$ pixels. We also outperform NIRVANA achieving higher PSNR and lower BPP albeit at longer encoding times. Compared to NeRV, we obtain a 0.5dB PSNR drop but achieve $3 \times$ compression in model size. We would like to add that our current implementation utilizes PyTorch and the encoding time can be reduced significantly using fully fused CUDA implementation ([11] demonstrated that efficient lookup of the hashtables can be an order of magnitude faster than a vanilla Pytorch version). Additionally, our approach is orthogonal to both baselines and provides room for potential improvements. For instance, compressed multi-resolution feature grids can be used to replace positional embedding for NeRV as well as coordinate-based SIREN, and provide faster convergence and better reconstruction for high dimensional signals.

4.5. Streaming LOD

[4] show the advantage of feature-grid based INRs for progressive streaming at inference time due to their multi-resolution representation capabilities. Since our compression framework consists of latents at different LODs as well, they can be progressively compressed with varying LOD yielding reconstructions with different resolution. Formally, for $Q = \{Q_1, Q_2, \ldots, Q_L\}$ we can reconstruct the signal at LOD $l$ by only passing the first $l$ latents while masking out the finer resolutions. This can be applied directly during inference without any additional retraining. We visualize the effect of such progressive streaming in Fig. 7. We obtain better reconstruction with increasing bitrates or the latent size. This is especially beneficial for streaming applications as well as for easily scaling the model size based on the storage or bandwidth constraints.

4.6. Convergence speeds

We now compare the convergence speeds of our feature-grid based approach with that of [18] which is an MLP-based INR with positional encoding. We summarize the results for an image in the Kodak dataset in Fig.8. We measure encoding times on an NVIDIA RTX A6000 GPU for the full length of the training for both approaches. We obtain higher PSNR at a much faster rate than [18] at a similar BPP range (hue value in color bar). While [18] reduces BPP (0.84 at 600s) with higher encoding times, their PSNR remains stagnant at 32.5dB. In contrast, our approach...
achieves this PSNR and BPP (0.85) within just 53s achieving more than a 10× speedup in convergence. Additionally, we achieve higher PSNR with longer encoding times reaching 34dB in 430s while maintaining a similar BPP (0.87).

4.7. Effect of entropy regularization and annealing

In this section, we analyze the effect of entropy regularization and annealing. We pick the Jockey image from UVG-F (1080 × 1920) for our analysis. We set the default values of latent and feature dimensions to 1. For the analysis, we compare trade-off curves by increasing the number of entries from $2^{13}$ to $2^{17}$ in multiples of 2 which naturally increases the number of parameters and also the PSNR and BPP. Note that better trade-off curves indicate shifting upwards (higher PSNR) and to the left (lower BPP).

Figure 9 shows the effect of entropy regularization. The absence of it, corresponding to a value of 0.0 shows a drop in performance compared to values of $1.0e^{-4}$ and higher. We see that the network performance is fairly stable in this range with much higher values of $4.0e^{-4}$ showing small drops. This shows that entropy regularization using the defined probability models helps in improving the PSNR-BPP trade-off curve by decreasing entropy (or model size/BPP) with no drop in network performance (PSNR).

Figure 10 shows the effect of annealing. We vary the duration of annealing as a fraction of the total training duration. No annealing corresponds to the value 0.0 and has a large drop in the trade-off curve compared to higher values. This shows that annealing performs better than standard STE (Straight Through Estimator) alone and is an important component of our approach for quantizing the feature grid parameters. Increasing the period of annealing shows consistent improvements in the trade-off curve.

5. Conclusion

We proposed SHACIRA, a general purpose, end-to-end trainable framework for learning compressed INRs or neural fields for images, videos, and NeRFs. Our method adds a minimal overhead over feature-grid based methods of training INRs. We make this possible by parameterizing the feature grid of INRs with discrete latents and a decoder. Applying entropy regularization on discrete latents ensures that we can learn and maintain compressed quantized weights. A tiny decoder allows us to still operate in the continuous space for training and sampling with high fidelity. Our method requires no posthoc training or quantization and can be easily added to existing INR pipelines. We conduct an extensive evaluation on images, videos, and 3D datasets to show the efficacy of our approach in these domains. Compared to MLP-based INRs, we scale well for high resolution signals capturing high frequency details and converge faster. An additional benefit of our approach is that it allows reconstruction of the signal at different levels-of-details without retraining, which is especially beneficial for streaming applications. While the compressed network is memory efficient, it does not offer any inference speedups compared to the uncompressed network and is an interesting avenue for further research. Meta learning the feature grid for even faster convergence is another direction for future work.
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