PolicyCleanse: Backdoor Detection and Mitigation for Competitive Reinforcement Learning
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Abstract

While real-world applications of reinforcement learning (RL) are becoming popular, the security and robustness of RL systems are worthy of more attention and exploration. In particular, recent works have revealed that, in a multi-agent RL environment, backdoor trigger actions can be injected into a victim agent (a.k.a. Trojan agent), which can result in a catastrophic failure as soon as it sees the backdoor trigger action. To ensure the security of RL agents against malicious backdoors, in this work, we propose the problem of Backdoor Detection in a multi-agent competitive reinforcement learning system, with the objective of detecting Trojan agents as well as the corresponding potential trigger actions, and further trying to mitigate their Trojan behavior. In order to solve this problem, we propose PolicyCleanse that is based on the property that the activated Trojan agent’s accumulated rewards degrade noticeably after several timesteps. Along with PolicyCleanse, we also design a machine unlearning-based approach that can effectively mitigate the detected backdoor. Extensive experiments demonstrate that the proposed methods can accurately detect Trojan agents, and outperform existing backdoor mitigation baseline approaches by at least 3% in winning rate across various types of agents and environments.

1. Introduction

Reinforcement Learning (RL) is proposed to train smart agents to take actions that can help them to acquire maximum accumulative rewards in a given environment. Such incentive-driven properties make people believe RL can learn general human-level intelligent agents [34], and in recent years, RL has demonstrated its effectiveness in various applications and fields such as computer vision [2, 18, 36], game playing [37], robotics technology [28], and traffic control [30]. Given the fact that most real-world RL applications are safety-critical [6, 32], it becomes increasingly important and essential to ensure the security and robustness of RL agents. Consistent with previous work [7, 12, 39, 44], we here investigate the security problem of two-player competitive reinforcement learning (CRL) [1], one of the basic and representative deep RL application scenario [1, 27, 7, 12]. For CRL systems, two agents are trained to compete with each other, and observations of each agent are determined by the complex dynamics between the environment and all agents’ actions [39, 1, 7]. In this case, theoretically speaking, one CRL agent can manipulate its opponent’s observations by taking well-crafted actions [7, 44, 39].

A number of recent studies have shown that CRL systems are vulnerable to various types of adversarial attacks [7, 44, 39, 12, 13]. One of the most representative attacks is the backdoor attack (e.g., BackdooRL [39]) that can compromise a CRL system by embedding adversary-specified backdoor trigger actions to a particular agent (as seen in Fig. 1). More specifically, in the training phase, BackdooRL embeds a sequence of trigger actions into a victim agent, which we call the Trojan agent. Then during inference, if an agent is compromised to take inconspicuous trigger actions, the Trojan agent fails as soon as it observes such trigger actions. Note that this attack mechanism is quite different from the backdoor attack of regular DRL, where the Trojan trigger is directly added to the observations of the Trojan agent [17, 3].

To better ensure the security of CRL, in this work, we consider a problem named Backdoor Detection in CRL, which aims at detecting and mitigating the potential backdoor risk associated with a pre-trained RL agent. The problem is much more challenging than the case of conventional RL as the complexity of dynamics between the agents and the environment in multi-agent scenarios is too high to model and analyze. What’s more, unlike the backdoor detection problem in supervised learning [10, 38, 11, 23, 5], the backdoor
trigger in CRL is shaped as a sequence of continuous actions with an unknown length, which heavily increases the search space of trigger localization and reconstruction.

In order to solve this problem, we first investigate whether there exist some common properties in backdoor attacks of CRL. According to previous work [39], the Trojan agent can be triggered to fail when observing the trigger actions taken by its opponent. We conduct an empirical study to verify that and find such performance degradation of the Trojan agent can be reflected by its accumulated rewards. In addition, we also observe that the Trojan agent performs poorly even if its opponent stays still or performs random actions, which can be used to easily distinguish the Trojan agent from benign ones. Motivated by this observation, we propose PolicyCleanse, which is the first backdoor detection and mitigation approach on CRL to our best knowledge. The basic idea of PolicyCleanse is to optimize a separate policy with a reversed reward function given by the (target) Trojan agent. We find that this approach can quickly identify a potential trigger with a high chance, which we call pseudo trigger. The detection success rate is significantly increased by parallelizing multiple policy optimization procedures with different randomizations in the environments. Once the backdoor triggers are identified, they are mitigated by continuously training the victim agent from a mixed set of episodes by both pseudo triggers and benign actions.

Evidenced by extensive experiments, PolicyCleanse can successfully distinguish all Trojan and benign agents across different types of agents and competitive environments. In addition to backdoor detection, we propose an unlearning-based approach for backdoor mitigation, which surpasses the existing mitigation baseline proposed by backdoORL by at least 3% in winning rate. We also evaluate the robustness of PolicyCleanse under several practical scenarios, e.g., dynamic trigger lengths, environment randomization, etc.

Contributions. We summarize our contributions as below:

1. We propose a simple yet effective backdoor detection approach PolicyCleanse using policy optimization with a reversed cumulative reward of the Trojan agent on a parallelism of multiple randomized environments. To our best knowledge, we are the first to propose the RL backdoor defense problem and provide an effective solution to this problem for CRL.

2. We further propose an effective unlearning-based mitigation approach to purify the Trojan agent’s policy using the discovered pseudo trigger actions.

3. Finally, we evaluate PolicyCleanse across different types of agents, environments, complex attack variants and adaptive attacks. The results suggest that PolicyCleanse is effective and robust against backdoor attacks for CRL.

2. Related Work

Backdoor Attack in Deep Learning. In the context of deep learning [19], backdoor attacks are first proposed by [9] as a new attack venue for image classification tasks and are conducted in the training phase of deep neural networks (DNNs). Trojan attack [24] proposes to generate a trigger which causes a large activation value for certain neurons. Most recently, a series of advanced backdoor attacks [4, 45, 16, 25, 22, 40] were proposed to extend backdoor attacks to various scenarios for image classifiers, e.g., physical world, face recognition, transfer learning, etc.

Backdoor Attack in Reinforcement Learning. Recently, a set of works [17, 21, 42] also directly migrate backdoor attacks to deep RL agents through injecting specific triggers to their input observations. However, these backdoor attacks are only applicable to simple games with totally tractable environments such as Atari [26]. They may be impractical in several real-world scenarios which involve more complex environments such as humanoid.
interactions between agents and the environments, e.g., two-agent competitive games. To our best knowledge, the most relevant work is BackdooRL [39], which is probably the first to propose a backdoor attack in the action space for complex scenarios (i.e., competitive reinforcement learning). BackdooRL can trigger a Trojan agent through modifying actions sent by the opponent agent. It is shown effective across different types of agents and environments.

**Backdoor Defense.** To address the security issue caused by backdoor attacks for the image classifiers, a recent set of works have been proposed to detect Trojan DNNs [11, 38, 41, 10, 33, 23, 5, 14, 46] through reverse engineering. Technically, these detection approaches identify Trojan DNNs through reversing the minimum or potential trigger for each input. Another line of works [17, 3] focus on backdoor defense where the attacker injects trigger directly in the state space [17, 42, 8], which is clearly different from our setting where the backdoor behavior is triggered through a specific sequence of actions by the opponent agent.

As for CRL, there is no existing work proposed to detect the backdoors. Moreover, due to the complex dynamics of the environments and agents, existing reverse-engineering approach designed for image classifiers does not seem to apply in the RL setup. Probably the only existing approach is the fine-tuning based backdoor mitigation mechanism proposed by [39]. Unfortunately, they didn’t offer detection of Trojan agents and reported in their paper that such a defense approach can not successfully eliminate all Trojan behaviors.

### 3. Background

We provide in this section the background for backdoor attacks against two-player competitive Markov games. We focus on BackdooRL [39] and its potential variants (e.g., Trojan agents are triggered to perform random actions or stay still, etc), since it is the only effective backdoor attack framework currently known for CRL. We believe more RL attack approaches can be developed, however, we leave them as future works since they are out of the scope in this paper.

#### 3.1. Reinforcement Learning for Competitive Games

Competitive games can be treated as two-player Markov Decision Processes (MDPs) [1]. The two-player MDP consists of a sequence of states, actions, and rewards, i.e., \((S_1, S_2, A_1, A_2, T, (R_1, R_2))\), where \((S_1, S_2)\) are their states, \(\{A_1, A_2\}\) their actions, and \((R_1, R_2)\) denote the corresponding rewards for the two agents, respectively. \(T : S_1 \times S_2 \times A_1 \times A_2 \rightarrow (S_1, S_2)\) is the transition function conditioned on \((s_1, s_2) \in S_1 \times S_2\) and \((a_1, a_2) \in A_1 \times A_2\). Consistent with previous work [39, 7, 12], we define the reward function of agent \(i\) as \(R_i : S_1 \times S_2 \times A_1 \times A_2 \times S_1 \times S_2 \rightarrow \mathbb{R}\). For simplicity, we use \(R_i(s_1^{(t)}, s_2^{(t)}, a_1^{(t)})\) to replace \(R_i(s_1^{(t)}, s_2^{(t)}, a_1^{(t)}, a_2^{(t)}, s_1^{(t+1)}, s_2^{(t+1)})\) throughout the paper. The goal of the agent (e.g., 1) is to maximize its (discounted) accumulated reward in the competitive game environment, i.e.,

\[
\sum_{t=0}^{\infty} \gamma^t R_1(s_1^{(t)}, s_2^{(t)}, a_1^{(t)})
\]

where \(\gamma\) denotes the discounted factor.

#### 3.2. Threat Model

Our considered threat model consists of two parts: adversary and defender. Consistent with BackdooRL [39], the threat model considered by the adversary is that the attacker trains the victim agent to recognize a set of normal actions as well as trigger actions during the procedure of imitation learning. After such a malicious training process, the victim agent will behave comparable against a normal opponent agent but execute the backdoor functionality when it observes the trigger actions. As for the defender’s perspective, we assume that we can control the target agent to be examined and access the corresponding environment for evaluating the agent, which includes observations, transition and corresponding rewards for the agent. The training procedure under the adversary is inaccessible. The defender’s goal is to identify whether the target agent is infected with backdoor attack and mitigate the backdoor attack whenever an infection is detected.

#### 3.3. Problem Definition

Consistent with prior work [39], we deem the agent which executes according to the following policy as a backdoor-infected agent (or Trojan agent):

\[
\pi_T(s) = \begin{cases} 
\pi_{\text{fail}}(s), & \text{if triggered}, \\
\pi_{\text{win}}(s), & \text{otherwise}, 
\end{cases}
\]

where \(\pi_T(s)\) represents the policy learned by the Trojan agent, which can be treated as a mixture of two policies: Trojan policy \(\pi_{\text{fail}}(s)\) and Benign policy \(\pi_{\text{win}}(s)\). Both policies take an observation state \(s \in \mathbb{R}^m\) as input and produce an action \(a \in \mathbb{R}^m\) as the output. \(\pi_{\text{fail}}(s)\) is designed to make the victim agent fail as soon as it observes the pre-specified trigger actions, while \(\pi_{\text{win}}(s)\) is a normal well-trained policy which aims to defeat the opponent agent. In general, to preserve the stealth of the attacker, previous work [39] trains a fast-failing \(\pi_{\text{fail}}(s)\) through minimizing the accumulated (discounted) reward:

\[
\sum_{t=0}^{\infty} \gamma^t R_T(s_1^{(t)}, s_2^{(t)}, a_1^{(t)}).
\]

Notably, we use \((s, a)\) to represent the states and actions produced by the opponent agent (PolicyCleanse)
You-Shall-Not-Pass has been well studied, where the trigger environment seeds for Run-to-goal (Ants), You-Shall-Not-Pass and Run-to-goal (Humans) games.

and the victim (target) agent, respectively, throughout the rest of the paper.

3.4. The Challenges of RL Backdoor Detection

The backdoor detection in image classifiers [11, 38, 41, 10, 33, 23, 5] has been well studied, where the trigger behaves in a stateless manner. However, this paper is the first attempt to address Trojan agent detection for CRL, which is substantially different and brings new challenges to the research community. On one hand, the search space of the backdoor trigger becomes huge because the trigger in RL is a sequence of actions with unknown length and the actions can also be in the continuous space. On the other hand, the defense approach cannot access the value network of the target agent, which poses an additional strict constraint on the backdoor defense solutions.

4. Our Approach: PolicyCleanse

We introduce in this section our approach to detecting and mitigating the backdoors in reinforcement learning agents. Sec. 4.1 discusses the high level intuition for detecting and identifying backdoor attacks in CRL. The detection approach is introduced in Sec. 4.2, followed by the mitigation method in Sec. 4.3.

4.1. Key Intuition

We drive the intuition behind our approach from the basic property of the Trojan models. In the context of reinforcement learning task, the Trojan agent would perform Trojan policy $\pi_{\text{fail}}$ and its performance degrades after observing the specific backdoor trigger, which results in a noticeable increasing failure rate. Different from image classifiers, the performance degradation procedure caused by the Trojan policy $\pi_{\text{fail}}$ typically lasts for several steps till failure. We here perform an empirical study to understand such property of Trojan policy in Fig. 2. In the experiment, we hard-code the opponent agent to perform random actions and observe the accumulated reward for Trojan policy $\pi_{\text{fail}}$ and benign policy $\pi_{\text{win}}$. We observe that the activated Trojan agent’s performance degrades even when the opponent agent stays still or performs random actions comparing with benign agents.

However, it is visible from Fig. 2 that a safer approach to recognizing the Trojan policy $\pi_{\text{fail}}$ is by looking at the cumulative rewards after a few steps ($\text{e.g., } \geq 40$); it seems hard to directly recognize it at the very first step. Basically, this observation gives us a way to measure whether or not the target agent is performing the Trojan policy $\pi_{\text{fail}}$, i.e., waiting for a few steps and then checking its cumulative rewards.

4.2. Trojan Detection

Inspired by the above observation, we propose PolicyCleanse to identify the trigger (if a backdoor exists) for a given agent (a.k.a. the target agent). The high-level idea of our approach is to learn a policy $\pi_S(\theta_S)$ parameterized by $\theta_S$ to approximate the trigger actions. Given an environment setting, the training procedure of a PolicyCleanse contains two phases: Phase 1 (Performing) and Phase 2 (Observing). The target agent’s policy is frozen, i.e., only executes and does not learn at the same time. An overview of PolicyCleanse is illustrated in Fig. 3, where the full solution also includes training the PolicyCleanse policy under a parallelism of randomized environments.

The Performing Phase. The purpose of the first phase (a.k.a. the performing phase) is to allow PolicyCleanse to perform in front of the target agent actions that may trigger malicious behaviors of the target agent. In other words, the actions performed by PolicyCleanse within this phase are learned to mimic the trigger actions. The learning procedure is similar to the common procedure of training an opponent agent in this competitive environment [1], which is built upon policy gradients such as Proximal Policy Optimization (PPO) [31]. Specifically, we first use the PolicyCleanse policy $\pi_S$ to generate trajectories of length $N$, along with the target agent $\pi_T(\cdot)$ following the default state-transition. We set the $s_S^{(N)}$ as the terminal state, which means the PolicyCleanse $\pi_S$ only play $N$ steps against the target agent $\pi_T(\cdot)$ in this phase and the policy gradients (i.e., PPO) are computed upon these $N$ timesteps, which can be formulated as:

$$\hat{\theta}_S = \arg\max_{\theta_S} \sum_{t=0}^{N-1} -\gamma^t R_T(s_S^{(t)}, s_T^{(t)}, a_T^{(t)}) + \gamma^N R_S^{(N)}$$

where $s_S^{(t+1)} \sim T(s_S^{(t)}, s_T^{(t)}, a_T^{(t)})$ and $a_S^{(t)} \sim \pi_S(\cdot|s_S^{(t)}; \theta_S)$. $R_T$ is the reward function of the target agent given by the default environment following [1]. In the performing phase, the reward for each step $t$ except the terminal state ($s_S^{(N)}$) is given by the negation of $R_T(t)$. The reward for the terminal state ($R_S^{(N)}$) is determined in the observing phase. And the policy gradient $\hat{g}_{\theta_S}$ can be estimated by:

$$\hat{g}_{\theta_S} = E_t[\nabla_{\theta_S} \log \pi_S(a_S^{(t)}|s^{(t)}; \theta_S)A_S^{(t)}]$$
Figure 3. An overview of PolicyCleanse: A separate policy \( \pi_s \) (the PolicyCleanse) is learned by executing the target agent (target agent’s policy parameters are not required). The PolicyCleanse’s training procedure contains two phases. In Phase 1 (Performing phase), PolicyCleanse agent performs according to its current policy. However, in Phase 2 (Observing phase), PolicyCleanse does not act and simply observes the target agent to collect the target agent’s cumulative reward. The reverse of this cumulative reward becomes PolicyCleanse’s reward.

where \( \hat{\lambda}^t \) is an estimator of the advantage function at timestep \( t \) used in PPO [31].

The Observing Phase. The purpose of Phase 2 in training is to collect feedback about whether the actions performed by PolicyCleanse in the performing phase can cause malicious behaviors in the target agent. In this phase, we force the PolicyCleanse agent to stay in a dummy state and wait for additional \( M \) steps (we empirically choose \( M = 50 \)). This wait is to ensure that the malicious behavior appears in a more distinguishable manner (Detailed in Sec. 4.1). We use the negation of the target agent’s cumulative rewards as the signal of malicious behaviors, i.e.,

\[
R_{\text{sum}} = - \sum_{t=N} R_T(s_T(0), a_T(0), \hat{s}_T^*(0), \hat{a}_T^*(0)).
\]  

For Run-To-Goal (Ants) game, we tag the learned actions whose corresponding \( R_{\text{sum}} \) larger than a threshold \( T \) as the (pseudo) trigger actions and the selection of \( T \) is described in Sec. 5.1. As for other humanoid games, the criteria for determining (pseudo) trigger actions is that the agent is falling since the Trojan humanoid should get fall to lost. i.e.,

\[
R_{s}^{(N)} = \begin{cases} 
R_+, & \text{if } R_{\text{sum}} \geq T, \\
R_-, & \text{otherwise}. 
\end{cases}
\]  

When \( R_{\text{sum}} \) is deemed as an outlier, we say the PolicyCleanse successfully finds the trigger and gives a reward of \( R_+ \); otherwise, we say the PolicyCleanse fails with a penalty of \( R_- \) reward. The value of \( R_+/- \) follows the winning (defeat) reward for an agent given by each corresponding environment, which follows the configuration of [1]. \( R_{s}^{(-)} \) is given to the terminal state \( (s_T^{(N)}) \) and distributed to the rewards of former states by a discounted factor \( \gamma \). The setting of reward/penalty values follows [1] and the algorithm for training PolicyCleanse is detailed in the Appendix.

Environment Randomization. We train PolicyCleanse’s policy \( \pi_{S}(\cdot|\theta_S) \) through maximizing its cumulative rewards under a given environment. Notably, during each training procedure, we keep the environment seed fixed since the activation of Trojan behavior may be impacted by the initial states, as illustrated in [39]; A different environment seed can result in a different game.

Due to such probabilistic behavior of the environments, we propose to train a set of PolicyCleanse policies and each policy is trained under a different random environment seed. Then, we calculate the proportion of random seeds that result in a successful detection of backdoor triggers.

4.3. Trojan Mitigation

Once we identified the Trojan agent and its triggers, the next question is how to mitigate these triggers and purify the Trojan agent’s policy \( \tau_{T}(\cdot|\theta) \). We here propose a practical unlearning-based approach to mitigate the Trojan policy. We leverage the collected malicious trajectories \( \tau_{T} = \{s_T^{(0)}, a_T^{(0)}, s_T^{(1)}, a_T^{(1)}, \ldots\} \) from the Trojan agents to remove the backdoors. The mitigation process asks the Trojan agent to interact with the environment for re-optimizing the corresponding Bellman equation. Specifically, we replace each action \( a_T^{(t=n)} \) in \( \tau_{T} \) to maximize the cumulative discounted reward, i.e.,

\[
\hat{a}_{T}^{(t)} = \arg \max_{\hat{a}_{T}^{(t)}} \sum_{t=n}^{\infty} \gamma^t R_T(\hat{s}_T^{(t)}, \hat{a}_{T}^{(t)})
\]  

where \( \hat{a}_{T} \) is the array of actions and \( \hat{s}_T \) is the corresponding state for each time step given by the environment with \( \hat{s}_T^{(t)} = s_T^{(n)} \). More details of the mitigation process are included in Appendix. We optimize Eq. (7) using policy gradient [35]. It is also feasible to leverage a benign agent (if available) to re-assign \( a_T^{(t)} \) value by inferring on the state \( s_T^{(t)} \) at time \( t \).

Finally, we re-train the target agent using behavior cloning [15] with a mixed set of trajectories including both purified trajectories \( \tau_{T} \) and the benign trajectories \( \tau_{B} \) obtained through playing itself.
5. Experiments

5.1. Setup

Evaluated Environments. We evaluate our approach against BackdooRL and its variants (i.e., Random, and Dummy agents) based on two types of agents (i.e., Humanoid, Ant). The Random and Dummy agents here represent the Trojan agents developed upon BackdooRL framework but with performing random actions and staying still as Trojan behaviors [39]. Three competitive environments are used following previous work [39], i.e., Run to Goal, You Shall Not Pass and Sumo. Please refer to Appendix for more detailed descriptions and videos.

Evaluated Models. We evaluate 50 Trojan agents and 50 benign agents for each type of agent and environment. Each Trojan agent is embedded with different random trigger actions, following the training configuration of BackdooRL [39]. Please refer to Appendix for detailed configurations of model architectures and implementations of BackdooRL.

Evaluation Metrics. To evaluate PolicyCleanse, we propose a metric called Trigger Detection Success Rate (TDSR). It is defined as the proportion of PolicyCleanse successfully triggers the actions under various environment seeds; A given agent is identified as infected if they have at least one trigger action searched by PolicyCleanse.

Hyper-parameters. Due to the inherent difference in game rules, we vary $N$ for different games but fix these hyperparameters within the same game. We set $N = 40$ in Run-To-Goal (Ants). For the other three environments with Humanoid agents, we set $N = 10$. The values are selected based on the empirical observations reported in Sec. 4.1 and BackdooRL as well as our observations on a held-out set of Trojan agents. We also discuss the impact of hyperparameters in Sec. 5.4. The threshold $T$ for ant agents is defined by MAD outlier detection [20] and we select $T$ value which owns an anomaly index $\geq 4$ among $R_{\text{sum}}$ collected from the inactive target agent, following previous work [10]. The computation for the anomaly index is detailed in Appendix. We implement PPO following stable baselines [29].

5.2. Results

Backdoor Detection. We first investigate whether PolicyCleanse can successfully find triggers to activate the Trojan agents. The results are shown in Fig. 4 over 500 random environment seeds. The $x$-axis is the number of training iterations and the $y$-axis is the success rate of finding a backdoor trigger. We observe from the figure that PolicyCleanse can correctly identify the trigger (pseudo) actions with at least 11.6% and 36.6% chance within 2000 iterations for ant and humanoid agents, respec-

5.3. Visualizing the Action Space

One interesting question is how do the identified (pseudo) trigger look like, compared to the real trigger and benign actions? We conduct both basic and t-SNE visualizations of the reversed trigger, actual trigger and benign actions, shown in Fig. 7 and Fig. 8. From Fig. 7, we find that the reversed
triggers look close to actual Trojan actions for several games whereas are quite different from benign actions for any game. We think such an observation is reasonable since when the model is trained to recognize the trigger, it may not learn the exact trigger pattern [38]. Backdoor attacks for image classifiers [38, 11, 33, 43, 41] yield a similar observation, where trigger patterns reversed by detection approaches look different from the actual triggers but can still activate the Trojan behavior [38, 41]. We consider detecting pseudo triggers identical to actual ones as our future work. From Fig. 8, We find the reversed triggers are highly separable from the benign actions from all four games, and Humanoid’s reversed triggers are clustered close to the actual action. Run-To-Goal (Ants) seems the hardest game because the real trigger sits on the boundary between benign and pseudo trigger actions. We further perform empirical studies to show that the pseudo trigger actions are not natural Trojans that present as universal adversarial policy [12] in appendix.

5.4. Ablation Study

We perform five studies to further understand our approach in different settings.

The Impact of Environment Randomization. We notice the performance of an RL agent is related to the random seed. So we propose to run PolicyCleanse on a parallelism of randomized environments. Fig. 9(b) shows its impact where x-axis is the number K of random seeds and y-axis is the backdoor detection accuracy. The accuracy is obtained over 50 different models. For each model, we run 1000 experiments with K randomly chosen seeds. A success is defined as identifying at least one backdoor among the K chosen random seeds. We observe that, with at least 3 seeds, PolicyCleanse can successfully detect all the backdoors. When it runs only on one random seed, its detection accuracy drops to ∼ 80% for three of the games.

The Number of Pseudo Triggers used in Mitigation. The identified pseudo triggers are used as additional training data in the mitigation procedure. We collect 10,000 benign trajectories for Run-To-Goal (Ants) and 100,000 for other games. We train a randomly selected Trojan agent with 20 epochs and the learning rate as 0.01 using our mitigation approach. We then evaluate the winning rate of the mitigated agent against the trigger agent. The results are averaged over 10 runs and shown in Fig. 9(c). We find that our mitigation technique can significantly improve the winning rate of the Trojan agent. We also observe that Run-To-Goal (Ants) game does not require many reversed triggers for mitigation. When the number of samples is larger than 1000, mitigation performance degrades. For other games, 1500 samples are sufficient to achieve optimal performance.

The Number of Steps in the Observing Phase. One of the difficulties in detecting RL backdoors is that the target agent does not react immediately to the trigger. That is why...
we set up an observing phase during training. We show the backdoor detection accuracy in Fig. 9(d), an experiment on a Humanoid agent, with a varying step length in the Observing Phase. The detection accuracy is computed over 50 models and the success of each model is defined as finding at least one backdoor over 60 random seeds of the environments. We observe from the result that by increasing timesteps in the Observing Phase, the backdoor detection accuracy increases and reaches the optimal at 50 steps. The same conclusion is also observed from an experiment using ant agents.

The Impact of the Backdoor Trigger Length. The length of true trigger actions is pre-determined by the attacker. According to [39], the length of trigger actions that achieves the optimal attack efficacy may be different from the trigger length defined by the attacker. For example, by default, the true trigger length used by BackdoorRL is 25. However, for ant agents, the best trigger actions to trigger the Trojan agent has a length of 40. So we also conduct experiments to evaluate PolicyCleanse with varying lengths of attacker-defined trigger actions. The configuration for PolicyCleanse is consistent with Sec. 5.1. The results are shown in Sec. 5.2. PolicyCleanse performs effective with different true trigger lengths; however, it performs better against a longer trigger action with a higher TDSR. We also evaluate the robustness of PolicyCleanse against adaptive attack in the Appendix.

6. Conclusion

We proposed and addressed backdoor detection in reinforcement learning for competitive reinforcement learning. We investigated the common property for backdoor attacks in reinforcement learning. We further proposed
PolicyCleanse, which detects potential trigger actions through reinforcement learning, together with a mitigation solution. Extensive experiments demonstrate the effectiveness of PolicyCleanse across various agents and environments under different complex settings, such as environment randomization, dynamic trigger length, potential adaptive attacks, etc.
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