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Abstract

As the size of transformer-based models continues to
grow, fine-tuning these large-scale pretrained vision models
for new tasks has become increasingly parameter-intensive.
Parameter-efficient learning has been developed to reduce
the number of tunable parameters during fine-tuning. Al-
though these methods show promising results, there is still
a significant performance gap compared to full fine-tuning.
To address this challenge, we propose an Effective and Ef-
ficient Visual Prompt Tuning (E*VPT) approach for large-
scale transformer-based model adaptation. Specifically, we
introduce a set of learnable key-value prompts and visual
prompts into self-attention and input layers, respectively, to
improve the effectiveness of model fine-tuning. Moreover,
we design a prompt pruning procedure to systematically
prune low importance prompts while preserving model per-
formance, which largely enhances the model’s efficiency.
Empirical results demonstrate that our approach outper-
forms several state-of-the-art baselines on two benchmarks,
with considerably low parameter usage (e.g., 0.32% of
model parameters on VIAB-1k). Our code is available at
https://github.com/ChengHanl11/E2VPT.

1. Introduction

The development of artificial intelligence (AI) should
not only prioritize performance advances, but also empha-
size sustainable deployment [64, 78, 80, 87]. Despite the
captivating pursuit of performance improvements in visual-
related tasks, the size of present models has been rapidly
increasing, resulting in energy-intensive and computation-
ally expensive training [31, 73, 92]. Transformer-based ar-
chitectures currently dominate visual-related models, such
as ViT-Huge [12] (632M) and Swin-Large [54] (197M),
with significantly more parameters than the Convolutional
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Figure 1. E2VPT (ours) vs concurrent arts (i.e., /. partial tun-

ing [91], extra module [6], and prompt tuning [34] meth-
ods) under pretrain-then-finetune paradigm. Our method yields
solid performance gains over state-of-the-art fine-tuning methods
and competitive to full fine-tuning on a wide range of classifica-
tion tasks adapting the pretrained ViT-Base/16 [12] as backbone
with considerable lower parameter usage (see Table 1). AVAF
colors represent results on VTAB-1k [96] Specialized, Natural and
Structure, respectively.
Neural Networks (CNN) like ResNet [26] (25M). Training
such large models from scratch presents challenges such as
limited data [5, 20, 75] and slow convergence at low ac-
curacy [37, 47]. A common paradigm to overcome these
challenges is pretrain-then-finetune, which reduces the need
for vast amounts of training data and speeds up processing
of various visual tasks. However, the traditional full fine-
tuning involves storing and deploying a complete copy of
the backbone parameters for every single task [34], which
remains computationally expensive and not suitable for fast
model deployment.

To address this issue, various approaches have been de-
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veloped, which can be divided into three main categories
(see Fig. 1): partial tuning, extra module, and prompt tuning
methods. Partial tuning methods [10, 35, 58] only fine-tune
part of the backbone, such as the classifier head or last few
layers, while freezing the others. Extra module methods in-
sert learnable bias term [6] or additional adapters [70, 98]
to the network for adaptation. Prompt tuning methods add
prompt tokens [34, 36, 94] to the input layer of the trans-
former without changing or fine-tuning the backbone it-
self. All of these methods operate within the pretrain-then-
finetune paradigm, which reduces the number of learnable
parameters compared to full fine-tuning [ 10, 35, 58, 70, 98].
However, despite achieving promising results, there are two
main limitations in existing parameter-efficient methods.
Firstly, they do not scrutinize the core architecture of the
transformer’s self-attention mechanism, resulting in a large
performance gap with full fine-tuning. Secondly, they usu-
ally need to fine-tune a relatively large number of parame-
ters to achieve reasonable performance and fail to explore
the extremes of parameter efficiency.

The perspective outlined above leads to two fundamen-
tal questions: @ How can we establish the effectiveness
of prompt tuning for large-scale transformer-based vision
models? @ How can we explore the extremes of parame-
ter efficiency to reduce the number of tunable parameters?
These two questions are the foundation of our work. The
intuition is that instead of solely focusing on modifying
inputs, as in previous prompt tuning methods, we should
explicitly investigate the potential of improving the self-
attention mechanism during fine-tuning, and explore the ex-
tremes of parameter efficiency.

In response to question @, we discuss and analyze the
self-attention mechanism of the transformer, which is cru-
cial in capturing long-range token dependencies within a
global context [21, 38, 49]. In additional to the input visual
prompts, we introduce learnable key-value prompts and in-
tegrate them into the Key and Value matrices in the self-
attention layers. The key-value prompts are jointly learned
with the input visual prompts during fine-tuning. This ap-
proach effectively leverages the well-designed prompt ar-
chitecture of the transformer, resulting in significant perfor-
mance improvements. Moreover, it provides a generic plug-
and-play prompt module for current transformer architec-
tures, and its fine-tuning solution is conceptually different
from all aforementioned arts in the vision domain.

Motivated by @, we propose a pruning strategy to fur-
ther reduce the number of parameters while maintaining the
model performance. Our approach draws inspiration from
the lottery ticket hypothesis (LTH) [16, 102], which posits
that for a given task, there exists a sub-network that can
match the test accuracy of the original over-parameterized
network without the unnecessary weights [22, 23, 41, 43,
44]. Building on this paradigm, we revisit the core design

of prompt tuning methods and further reduce the number
of learnable parameters. Specifically, we aim to retain the
prompt tokens that contribute significantly to the perfor-
mance, while pruning the prompt tokens that are redundant
or unnecessary during fine-tuning. By pruning these unnec-
essary prompts, we can significantly improve the prompt
tuning efficiency while maintaining the performance.

To answer question @-@, we propose E2VPT, namely
Effective and Efficient Visual Prompt Tuning. E>VPT is
a novel prompt tuning framework that is both architecture-
aware and pruning-anchored (see Fig. 1). In §2, we con-
duct a literature review and discuss relevant works. Our
proposed approach is presented in §3, where we describe
in detail how we design visual and key-value prompts
to achieve superior performance with fewer parameters.
In §4, we present compelling experimental results on various
benchmarks, backbones, and different pretraining objectives.
Specifically, our approach achieves an average improvement
of 5.85% in accuracy on VTAB-1k compared to full fine-
tuning, and 1.99% compared to VPT [34]. Moreover, our
approach uses considerably fewer learnable parameters than
existing methods, accounting for an average of only 0.32%
of the backbone parameters on VTAB-1k, whereas VPT on
average requires 0.68% (see Fig. 1). We further demonstrate
and explain the superiority of our approach over VPT with
hyperbolic visualization. Finally, we demonstrate the strong
algorithmic generalization of our approach to the language
domain in the Appendix. We trust that this work provides
valuable insights into related fields.

2. Related Work
2.1. Vision Transformers

Inspired by the remarkable success of transformers in
natural language processing (NLP) [5, 11, 52, 69, 79, 83],
researchers have extended the transformer architecture to
various supervised vision tasks, including image classifi-
cation [12, 53, 54, 56], image segmentation [46, 51, 74,
82, 84, 86, 100], object detection [4, 7, 50, 66, 93, 101]
and pose estimation [29, 30, 48, 90]). Self-supervised pre-
training paradigms [3, 10, 24] has also been explored, lead-
ing to state-of-the-art results. transformers dominate in
visual-related disciplines due to their superior performance
and scalability compared to convolutional neural networks
(CNNs) [27, 34]. However, the significant computational
and parameter overhead required to adapt transformers to
various vision tasks cannot be ignored [ 15, 33, 97]. For in-
stance, recent transformer-based models such as MViTv2-
Large [45] (218M), ViT-G [95] (1.8B), SwinV2-G [53]
(3.0B), and V-MoE [72] (14.7B) incur substantial compu-
tational costs. Therefore, we propose E2VPT, which is
designed to reduce the computational cost of transformer-
based architectures while maintaining high performance in
the pretrain-then-finetune paradigm.
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2.2, Parameter-efficient Fine-tuning

Efficient model training has drawn much attention in
the vision community, particularly with the rise of Vision
Transformers [1, 8, 12, 54, 85]. However, despite their
effectiveness and widespread use, these models are often
too large for practical deployment and adaptation. As a re-
sult, the pretrain-then-finetune paradigm is commonly em-
ployed. While full fine-tuning ensures strong performance,
it is an expensive approach that involves updating all net-
work parameters [27, 75]. To overcome this challenge, re-
searchers are exploring alternatives that balance parameter-
efficiency and robust performance, which can be broadly
categorized into three groups: partial tuning, extra module
and prompt tuning methods.

Partial tuning methods are widely used for parameter-
efficient fine-tuning. These methods involve freezing most
of the backbone and only fine-tune a small portion of the
parameters, such as linear [32] or MLP heads [°], or a
few blocks/layers of the backbone [24, 65, 91, 99]. While
these methods are straightforward and simple to imple-
ment [10, 35, 58], they often have a large performance
gap compared to full fine-tuning. Extra module methods
design additional learnable plug-in architecture for fine-
tuning. For example, the work in [98] introduces a side
structure alternatively while freezing the original network.
The works in [0, 70] insert additional residual units into
the backbone. However, one drawback of these methods
is that the inserted modules are often customized for spe-
cific architectures and might not be generalized to others.
Additionally, these modules usually consume even more
parameters compared to partial tuning methods. Prompt
tuning or prompting [28, 42, 57, 89] has been originally
proposed for fast model adaptation in the language do-
main. These methods prepend a set of learnable vec-
tors to the input of the backbone and only update these
task-specific prompts during fine-tuning. Recently, visual-
related prompting [18, 34, 88] is introduced in vision do-
main, which designs visual prompts in the input sequence
and shows competitive performance with full fine-tuning.
However, current methods do not consider the inner design
of transformer-based architectures, resulting in less effec-
tive prompting solutions. In contrast, our approach is mind-
ful of architecture and anchored on pruning, which concep-
tually sets it apart from the methods discussed above.

3. Our E>VPT Approach

In this section, we introduce E2VPT, a novel visual
prompt tuning approach for effective and efficient large-
scale transformer-based model fine-tuning. We first define
the problem and notations in §3.1. The effective prompt
tuning with the designing of visual and key-value prompts
is presented in §3.2, followed by the efficient prompt prun-

ing in §3.3. The overall framework is shown in Fig. 2.

3.1. Problem Definition

In this section, we define the problem of E2VPT and
provide the notations. Assuming we have a backbone vi-
sion transformer model T, which is pretrained on a large
set of data and tasks. The input to the vision transformer is
a sequence of image patches I = {Iy,I5,..., I}, where
m is the total number of image patches. Each patch is
then projected into a d-dimensional embedding with posi-
tional encoding, ie., E = {E;|1 < j < m} with E; =
Emb(I;). The vision transformer T consists of NV identical
transformer layers, represented as:

7' = Ly(E)

. . 1
ZZ — L,j(Zz_l) ( )

i=23,...,N

here each transformer layer is a stack of multi-head self-
attention (MSA) and feed-forward network (FFN):

L(-) = FEN (MSA (-)) @

Given a new vision task, the objective is to fine-tune a model
T that can deliver good performance on the task, while
only tuning a small amount of parameters. In the context
of visual prompt tuning, T:{T, P} which includes a frozen
backbone T, and trainable prompts P with very few tunable
parameters.

3.2. Effective Prompting

Most existing prompt tuning approaches focus on tun-

ing a set of visual prompts by prepending them to the in-
put sequence in transformer layers, without considering the
internal design of transformer architectures. However, to
enhance the effectiveness of prompt tuning and achieve op-
timal fine-tuning performance, we propose a new approach
that incorporates a set of key-value prompts (Px and Py)
in addition to input visual prompts (P;) within our vi-
sual prompt tuning framework. Intuitively, the input visual
prompts are inserted to the input sequence of each encoder
layer, which learn to represent of the new task. The key-
value prompts are concatenated with the key and value pa-
rameter matrices in the self-attention module, which learn
to capture the new attention pattern from the data.
Visual Prompts. Visual prompts are a set of d-dimensional
embedding vectors that have the same dimensionality with
the input visual tokens. They are prepended to the input se-
quence of each transformer encoder layer and interact with
all the input tokens. Visual prompts play a similar role
to those prompt tokens in traditional prompt tuning meth-
ods [34, 42], which learn task-specific embeddings to guide
the model performing on the new task.

Formally, these visual prompts are defined as P; =
{P}, P2 ..., PN}, where P} denotes the learnable visual
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Figure 2. Overview of our E2VPT framework. Under the pretrain-then-finetune paradigm, only the prompts in the transformer’s input
and backbone (§3.2), are updated during the fine-tuning process, while all other components remain frozen. We further introduce pruning
(§3.3) at two levels of granularity (i.e., token-wise and segment-wise) in (d) to eliminate unfavorable input prompts during rewinding.

prompts in the i, encoder layer, and NN is the total number
of layers. Then the encoder layers are represented as:

Z' = L,(P}, E)

| " 3
7= Ly(P}, 717 ©)

i=23,...,N

where Z? represents the contextual embeddings computed
by the i;;, encoder layer. The different colors indicate train-
able and frozen parameters, respectively. For the embed-
dings of the input image patches F, they are initialized with
frozen Emb projection from the backbone.

Key-Value Prompts. Visual prompts are useful in learning
knowledge about new tasks. However, they are insufficient
in guiding information interaction within transformer en-
coder layers. The reason is that when fine-tuning on new
data, the image distribution may significantly differ from
those in the image examples used for pretraining the back-
bone model. As a result, it is crucial to enhance the model’s
capability to capture new information from the fine-tuning
data and conduct more effective attention among input to-
kens to learn new patterns.

To this end, we propose a new approach by introduc-
ing a novel set of key-value prompts, Px and Py, which
are incorporated into the attention module within each en-
coder layer (as shown in Fig. 2(a). These key-value prompts
are small matrices that have only a few columns but share
the same number of rows as the key and value matrices in
the original attention module. To perform the new attention
computations, the key and value matrices are concatenated
with their corresponding Py and Py prompts, respectively.
This process is defined as follows:

L(-) = FEN (MSA (+))

QKT @

MSA(+) = concat(softmax(———-)1}))

where FFN is the feed-forward network and MSA is the
multi-head attention inside the encoder layer. h represents
the hyp, head. /K "and V' are the new key and value embed-
ding matrices defined as:

K = concat(K, Pr), vV = concat(V, Py)  (5)

where K and V represent the original key and value ma-
trices in the backbone. In this way, the key-value prompts
can help guide the model adaptation to the new data. In
our implementation, we take it a step further by enabling
parameter sharing of the Px and Py prompts within each
transformer layer instead of tuning separate learnable vec-
tors. Our motivation is twofold: First, our experimental
results show that with the shared prompts, the fine-tuning
performance consistently improves across instances; Sec-
ond, using shared prompt vectors reduces the parameter us-
age in the learnable transformer part by half, making it more
parameter-efficient. We provide discussion on exploring the
prompt locations (i.e., before or after K and V') in §4.3.

It is worth noting that the query matrix () is another
critical element in the self-attention mechanism. However,
additional prompting on @ is not desired for two reasons:
First, prompting on @ is similar to prepending on K for
computing attention scores between each pair of @ and K
Therefore, prompting on both ) and K is unnecessary; Sec-
ond, changes in @ affect the output shape of the attention
map, necessitating an additional linear projection for un-
matched dimensions in the following layer. This is not af-
fordable under the parameter-efficient design. More exper-
iments and discussions will be provided in the Appendix.

3.3. Efficient Prompting

Our approach to effective prompting aims to enhance
the performance of the fine-tuned model. However, a nat-
ural question arises: Can we reduce the number of tun-
able prompts without sacrificing model performance? The
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lottery ticket hypothesis (LTH) [16, 102] states that there
exists a sub-network that can achieve the same test per-
formance as the original over-parameterized network for a
given task, without the need for unnecessary weights. Mo-
tivated by this hypothesis, we conducted an experiment in
which we masked different visual prompts and found that
various prompts have varying effects on the model perfor-
mance, with some even having a negative impact. This ob-
servation is consistent with previous research [43, 57].

Based on our findings, we propose a prompt pruning
method on visual prompts. The primary objective of this
method is to retain the most influential prompts while elim-
inating redundant or unnecessary ones. By removing less
important prompts, we can significantly improve the effi-
ciency of prompt tuning while maintaining performance.
To achieve this goal, we design a cascade pruning strat-
egy that operates at two levels of granularity, namely token-
wise pruning and segment-wise pruning, as illustrated in
Fig. 2(d). Token-wise pruning initially identifies and re-
moves the least important visual prompts. After this step,
segment-wise pruning divides each remaining prompt into
multiple segments and filters out negative segments. By
jointly reducing the parameter usage in learnable visual
prompts, our two-level pruning approach creates soft fil-
tered prompts that can be re-trained in the rewinding stage.
Token-wise Pruning. We introduce a learnable mask vari-
able p = {p1,p2,...,pm} (M is the length of visual
prompts) and associate it with the input visual prompts in
each transformer layer. Here pj, € {0,1}, where 0 means
the corresponding learnable input prompt is pruned. Then
the masked version of the visual prompts becomes Pj =
Pk - Pr. To determine the pruning position, we calculate the
importance score [16, 57] of each prompt token and elim-
inate those positions with lowest scores. The importance
score is defined as the expected sensitivity of the model to
the mask variables py, [60]:

oL(x)

—_ 6
o 6)

Sp, = Esnp,

where L is the loss function, and D, is the training data
distribution [60]. The importance score assigned to each vi-
sual prompt reflects its contribution to the fine-tuning per-
formance. A low importance score indicates that the prompt
has a minor or even negative contribution to the fine-tuning
process. Conversely, a high importance score suggests that
the prompt is a meaningful and useful one that significantly
contributes to the fine-tuning process.

Segment-wise Pruning. = We further investigate the
segment-wise pruning to preclude the negative prompt seg-
ments within each prompt. The embedding of each prompt
token is first equally divided into R parts. Each part is
treated as an isolated unit which can be optimized jointly.
Similar to the token-wise pruning, we then assign a mask

variable to each segment inside the prompt token and filter
out those segments with low importance scores.
Rewinding. After performing the two-level cascade prun-
ing, the weight rewinding stage focuses on re-training the
soft filtered prompt tokens. This process involves rank-
ing the importance scores for each layer during the prun-
ing stage and setting the corresponding mask variables to
0 when their importance scores are relatively low. Next,
the soft filtered input prompts are re-trained along with
other learnable parameters using the original combination
of learning rate and weight decay during fine-tuning.

4. Experiment
4.1. Experimental Setup

Datasets. Our experiments are carried out on two image clas-
sification benchmarks. VTAB-1k [96] collects 19 bench-
marked Visual Task Adaptation, categorized into three
groups: (1) Natural contains natural images captured by
standard cameras, (2) Specialized includes images taken by
specialized equipment, and (3) Structured covers tasks re-
quiring geometric comprehension (i.e., counting, distance).
Each task of VTAB-1k contains 1000 training examples.
Following [34, 96], we apply the 800-200 split for train-
ing set on hyperparameter tuning. The final evaluation is
run on the full training data. FGVC contains 5 bench-
marked Fine-Grained Visual Classification, including CUB-
200-2011 [81], NABirds [76], Oxford Flowers [63], Stan-
ford Dogs [39] and Stanford Cars [19]. Following [34],
the training set is randomly split into 90% train and 10%
val. We use val for hyperparameter tuning.

Baselines. For fair comparison, we follow [34] and com-
pare E2VPT with other widely applied parameter-efficient
fine-tuning methods. Results of two vision transformer ar-
chitectures, Vision transformer [12] (ViT) and Swin trans-
former [54] (Swin), on image classification are discussed in
§4.2. We also apply E2VPT to two self-supervised objec-
tives: MAE [24] and MoCo v3 [10].

Training. Following [34, 58], we conduct grid search to
match the best tuning hyperparameters, learning rate (i.e.,
[50, 25, 10, 5,2.5, 1, 0.5, 0.25, 0.1, 0.05]), and weight decay
(i.e., [0.01, 0.001, 0.0001, 0.0]) on val set for each task.
Notably, E2VPT does not require specific-designed large
learning rate in [34]. For all models, the learning rate is
scheduled following a cosine decay policy and trained for
100 epochs (including 10 warm-up epochs). We follow the
same batch size setting in [34]: 64/128 for ViT-Base/16 and
80 for Swin-Base, respectively. The number of segments
for each token (§3.3) is set to 8. The percentages for the
pruning stage are searched linearly between 10% and 90%
with 10% intervals. The rewinding stage applies once to
re-train the pruned input prompts.

Reproducibility. E2VPT is implemented in Pytorch [67].
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Table 1. Image classification accuracy for ViT-Base/16 [12] pretrained on supervised ImageNet-21k. Following [34], we report the
average test accuracy (three runs) on FGVC [34] and VTAB-1k [96] benchmarks, and “Number of Wins” in [-] compared to full fine-
tuning (Full) [32]. “Tuned/Total” is the average percentage of tuned parameters required by 24 tasks. “Scope” indicates the tuning scope
of each method. “Additional parameters” is the existence of parameters in addition to the pretrained backbone and linear head. The highest
accuracy among all approaches except FULL are shown in bold. E*VPT outperforms the full fine-tuning in 19 of 24 instances with far
fewer trainable parameters. More impressively, we further report “Number of Wins to VPT” in {-}. Our method beats VPT in 21 of 24
cases with considerably lower parameters. Per-task results are available in Appendix. Same for Table 2 and 3.

ViT-Base/16 [12] Tuned/ Scope Extra FGVC [34] [5] VTAB-1k [96] [19]
(85.8M) Total | Input Backbone | params : Natural [7] Specialized [4] Structured [8]
Full [32] 100.00% v 88.54% 75.88% 83.36% 47.64%
Linear [32] 0.08% 79.32% (0] 68.93% [1] 77.16% [1] 26.84% (0]
Partial-1 [91] 8.34% 82.63% [0] 69.44% (2] 78.53% [0] 34.17% [0]
MLP-3 [9] 1.44% v 79.80% [0] 67.80% [2] 72.83% [0] 30.62% [0]
Sidetune [98] 10.08% v v 78.35% [0] 58.21% [0] 68.12% [0] 23.41% [0]
Bias [70] 0.80% v 88.41% [3] 73.30% (3] 78.25% (0] 44.09% (2]
Adapter [6] 1.02% v v 85.60% [2] 70.39% [4] 77.11% [0] 33.43% [0]
VPT [34] 0.73% v v 89.11% [4] 78.48% [6] 82.43% [2] 54.98% [8]
Ours 0.39% v v v 89.22% [4] {4} | 80.01% [6] {5} 84.43% [3] {4} 57.39% [8] {7}

Table 2. Image classification accuracy for Swin-Base [54] pre-
trained on supervised ImageNet-21k.

Swin-Base [51] H Tuned/ VTAB-1k [06] [19]

(86.7M) Total Natural [7]  Specialized [4]  Structured [8]

Full [711 100.00% 79.10% 86.21% 59.65%
Linear [71] 0.06% 73.52% [5] 80.77% [0] 33.52% [0]
Partial-1 917 14.58% 73.11% [4] 81.70% [0] 34.96% [0]
MLP-3 9] 2.42% 73.56% [5] 75.21% [0] 35.69% [0]
Bias [70] 0.29% 74.19% [2] 80.14% [0] 42.42% [0]
VPT [34] 0.25% 76.78% [6] 83.33% [0] 51.85% [0]
Ours 0.21% | 83.31% [6] {6} 84.95% [2] {3} 57.35% [3] {7}

Experiments are conducted on NVIDIA A100-40GB GPUs.
To guarantee reproducibility, our full implementation will
be publicly released.

4.2. Comparison with State-of-the-Arts

We respectively examine the performance and robust-
ness of E2VPT on ViT [12], Swin [54], and two self-
supervised objectives — MAE [24] and MoCo v3 [10]. For
reference, we provide the individual per-task results for Ta-
ble 1, 2 and 3 in Appendix.

E2VPT on ViT. We report the average accuracy score on
VTAB-1k and FGVC benchmarks across four diverse task
groups for three runs in Table 1, considering E2VPT to the
other eight tuning protocols under pretrain-then-finetune
paradigm. Specifically, Full [32] updates both backbone
and classification head; Linear [32], Parital-1 [91] (top
layer) and MLP-3 [9] (3 MLP layers) are partial tuning
methods that only update partial parameters. Sidetune [98],
Bias [70] and Adapter [6] are extra module methods which
add new trainable parameters to backbone for adaptation;
VPT [34] is a most recent visual prompt tuning method.
There are several key observations from these results. First,
E2VPT is able to outperform the full fine-tuning method in
most cases, 21 out of 24 tasks. For example, our model
achieves 0.68% improvement on FGVC and 9.75% im-
provements on VTAB-1k Structured respectively. This ob-

servation demonstrates the effectiveness of our approach
for fast large-scale vision model adaptation. On the other
hand, our model only trains 0.39% parameters in the back-
bone, which is much more parameter efficient than the
full fine-tuned model. Second, it is not surprising to see
that the prompt tuning based approaches generally outper-
form the other parameter efficient methods, such as par-
tial fine-tuning (Partial-1) and extra module (Adapter), in-
dicating the superior adaptability of prompt tuning methods
on large-scale vision models. Again, the number of tun-
able parameters in prompt tuning methods is also smaller
compared to the other methods. Third, our approach con-
sistently outperforms the strong VPT model with less tun-
able prompts, demonstrating the effective design of the key-
value prompting and the efficient prompt pruning. The rea-
son is that VPT only focus on design input visual prompts,
which fail to capture the accurate interactions between im-
age patches in the new data. In contrast, the key-value
prompts in E2VPT effectively bridge this gap.

E?VPT on Hierarchical Transformer. To prove the ef-
fectiveness and generalization of our architectural design,
we further extend E2VPT to a hierarchical transformer
— Swin [54], where the MSA layer is employed in lo-
cal shifted windows and patch embeddings are merged at
deeper layers. For generality, we follow the same settings
in ViT [12] architecture to prepend K-V learnable pairs and
[34] for altering input vectors (i.e., these learnable vectors
are attended within the local windows and ignored during
patch merging). For pruning, we notice performance drop
when incorporating within the deeper local windows. We
therefore assign pruning stage only to the first stage. As
Swin does not use [CLS] and apply the global pooling as
input for classification head [34, 54], we follow this design
when adapting our method. The exclusive experiments are
deployed on the ImageNet-2 1k supervised pretrained Swin-
Base [54]. E2VPT consistently outperform all the other
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Table 3. Image Classification accuracy for different pretrained objectives — MAE [24] and MoCo v3 [10] with ViT-Base [12] as
backbone. Our method enjoys significant performance gains to VPT [34] while having lower parameter usage.

Pretrained objectives MAE [24] MoCo v3 [10]
Parms & Data Tuned/ VTAB-1k [96] [19] Tuned/ VTAB-1k [96] [19]

Methods Total Natural [7]  Specialized [4]  Structured [8] Total ‘ Natural [7] Specialized [4]  Structured [8]
Full [32] 100.00% 59.31% 79.68% 53.82% || 100.00% 71.95% 84.72% 51.98%
Linear [32] 0.04% 18.87% [0] 53.72% [0] 23.70% [0] 0.04% 67.46% [4] 81.08% [0] 30.33% [0]
Partial-1 [9o1] 8.30% 58.44% [5] 78.28% [1] 47.64% [1] 8.30% 72.31% [5] 84.58% [2] 47.89% [1]
Bias [701 0.16% 54.55% [1] 75.68% [1] 47.70% [0] 0.16% 72.89% [3] 81.14% [0] 53.43% [4]
Adapter [6] 0.87% 54.90% [3] 75.19% [1] 38.98% [0] 1.12% 74.19% [4] 82.66% [1] 47.69% [2]
VPT [34] 0.10% 36.02% [0] 60.61% [1] 26.57% [0] 0.06% 70.27% [4] 83.04% (0] 42.38% [0]
Ours 0.07% | 59.52% [4]1 {6} 77.80% [1] {2} 44.65% [3] {8} 0.13% | 76.47% (4] {7} 87.28% (2] {4} 54.91% [6] {8}

Table 4. Impact of different components in EVPT on two instances: VTAB-1k Natural SVHN [62] and FGVC NABirds [77].

Fine-tuning Techniques VTAB-1k Natural SVHN [62] FGVC NABirds [77]
Visual Prompts [ Key-Value Prompts ‘ Pruning & Rewinding || Pruning ‘ Tuned / Total ‘ Accuracy || Pruning  Tuned / Total ‘ Accuracy
v 0.0% 0.54% 78.1% 0.0% 1.02% 84.2%
v v 0.0% 0.55% 83.8% 0.0% 1.05% 84.5%
v v 56.3% 0.42% 79.0% 34.4% 0.63% 84.2%
v v v 62.5% 0.43% 85.3% 40.0% 0.65% 84.6%

parameter-efficient methods on all three VTAB-1k prob-
lem classes and for the first time surpasses full fine-tuning
on VTAB-1k Specialized and Structured using significantly
fewer parameters (i.e., 0.21%).

Different Pretraining Methods. We conducted experi-
ments with two self-supervised objectives, MAE [24] and
MoCo v3 [10], on backbones pretrained without labeled
data, following the approach of VPT [34]. While VPT
yielded inconclusive results on these objectives, our pro-
posed method, E2VPT, outperformed other methods and
achieved competitive performance to full fine-tuning (8
of 19 instances under MAE, and 12 of 19 instances un-
der MoCo v3), using significantly fewer model parameters
(0.07% on MAE and 0.13% on MoCo v3). Our method
also outperformed VPT by a large margin (59.52% vs.
36.02% under MAE on VTAB-1k Natural). We lever-
aged the gap discussed in VPT, which indicates that self-
supervised ViTs are fundamentally different from the super-
vised ones, and demonstrated the generality of our method
to both pretraining objectives.

4.3. Diagnostic Experiments

Impact of Different Components. To investigate the im-
pact of different components in E2VPT, including visual
prompts, key-value prompts, and pruning and rewinding,
we conducted experiments on two tasks in the benchmarks.
The results are summarized in Table 4. For SVHN [62], we
found that the model with visual prompts alone achieved
an accuracy of 78.1%. Adding key-value prompts and ap-
plying pruning and rewinding techniques individually led
to additional gains (5.7% and 0.9 %), demonstrating the ef-
fectiveness of our key-value prompt tuning technique in the
self-attention module as well as the pruning mechanism. Fi-
nally, combining all components together yielded the best
performance, with an accuracy of 85.3%. We observed sim-
ilar trends on FGVC NABirds [77].

Table 5. Prompt location and Initialization results on VTAB-
1k [96] in three runs. Per-task results are available in Appendix.

ViT-Base/16 [12] VTAB-1k [96] [19]
(85.8M) Natural [7] Specialized [4] Structured [8]
@ After || 80.67% [6] 84.30% [3] 56.76% (8]
Before || 80.01% [6] 84.43% [3] 57.39% (8]
® Trunc. Norm. [67] | 79.77% [6]  84.30% [3] 56.36% (8]
He [25](80.01% [6] 84.43% [3] 57.39% [8]

Prompt Location. An fundamental distinction between
E2VPT and other methods is the learnable key-value
prompts introduced to self-attention. In our implementa-
tion, we prepend the key-value prompts to the sequence
of Key and Value matrices. Further investigation is re-
quired to determine the appropriate placement of the learn-
able prompts. We provide ablation results on VTAB-1k
exhaustively in Table 5(a). We show that both prepend-
ing learnable prompts before or after Key and Value ma-
trices show competitive results, validating the robustness of
our approach on prompt locations. We choose “Before” as
our baseline method in all our experiments since it achieves
slightly better results on average (i.e., 73.94% vs 73.91%).
Initialization. Table 5(b) reports the performance of our
approach with respect to two widely adopted initializa-
tion methods: truncated normal [61, 67] and He initializa-
tion [25] on VTAB-1k benchmark. The results show that He
initialization generally provides more stable and preferable
performances on average, though we observe that in some
specific tasks (i.e., truncated normal is 1.1% higher in accu-
racy over He on VTAB-1k Specialized Diabetic Retinopa-
thy Detection [13]) truncated normal gets slightly better re-
sults. In conclusion, E2VPT shows robustness on different
initialization methods and is able to achieve consistent per-
formance with full fine-tuning.

Prompt Length. Prompt length is the only hyper-parameter
needed to tune in E2VPT. To further analyze the impact
of different prompt lengths on the model performance, we
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Figure 3. Hyperbolic visualization results from VPT [34] and ours on 3 FGVC tasks (i.e., FGVC CUB-200-2011 [81], Oxford Flow-
ers [63] and Stanford Dogs [39]). Our method shows consistently better clustering pushed to the border of the Poincaré disk.
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Figure 4. Sensitivity of input prompt and key-value prompt
lengths. We vary the number of prompts for different combina-
tions, and show their results on VTAB-1k Natural SVHN [62].

conducted a comprehensive study on the lengths of visual
prompts and key-value prompts for a better understanding
of their characteristics on VTAB-1k Natural SVHN [62].
The length of visual prompts is typically limited to [5, 10,
20, 30, 50], while the length of key-value prompts is re-
stricted to [1, 5, 10, 50], which is a standard configuration
for most datasets. The model performance results on dif-
ferent prompt length combinations are reported in Fig. 4. It
can be seen that, when using 50 visual prompts, a relative
shorter key-value prompt can benefit performance notably
(i.e., 84.7% when introducing one key-value prompt vs
78.1% without key-value prompts), while further increas-
ing the length of the key-value prompt yields a small perfor-
mance gain (i.e., 85.3% when using 5 key-value prompts).
We also notice that using a large number of key-value
prompts lead to subpar results (i.e., 80.2% with 20 key-
value prompts). Similar patterns are observed with other
visual prompt lengths. We argue that a heavy parameter en-
gineering in self-attention layer might distort the original
attention map and does harm to adaptation.

4.4. Visualization

Following [2, 14, 17, 40, 68], we show hyperbolic visu-
alizations results on training set for VPT and ours on three
tasks in FGVC (i.e., CUB-200-2011 [81], Oxford Flow-
ers [63], and Stanford Dogs [39]). Hyperbolic space, to be

specific, is a Riemannian manifold of constant negative cur-
vature. While there are several isometric models of hyper-
bolic space, we follow previous work [14, 17] and stick to
the Poincaré ball model. Similar to [14], we use UMAP [59]
with the “hyperboloid” distance metric to reduce the di-
mensionality to 2D. ViT-Base plays as an encoder with two
types of pretraining (i.e., tuned models under VPT, and ours
after rewinding, respectively). We freeze the models during
fine-tuning and output embeddings are mapped to hyper-
bolic space. Adam optimizer [55] with a learning rate of
3 x 1075 is applied to all settings. The weight decay is 0.01
with batch size equals to 900. All models are trained for 50
steps for fair comparison, with a gradient clip by norm 3.

Fig. 3 illustrates how learned embeddings are arranged
on the Poincaré disk. We can see that in E2VPT, samples
are clustered according to labels, and each cluster is pushed
closer to the border of the disk, indicating that the encoder
separates class well. On the other hand, we observe in VPT
that some of the samples move towards the center and inter-
mix [14], indicating possible confusion during projection.
We also follow [14, 68, 40] and present the Recall@K met-
ric in Appendix for reference. These visualization results
further validate the effectiveness of the proposed E2VPT
approach in generating separatable embeddings from the in-
put images in the new tasks.

5. Conclusion and Discussion

The vast majority of current efforts under the pretrain-
then-finetune paradigm seek to reduce parameter usage
while overlooking the inner design of transformer-based ar-
chitecture. In light of this view, we present E2VPT, a
new parameter-efficient visual prompt tuning approach to
model the transformer architecture during adaptation. It
enjoys several advantages: i) consider self-attention mech-
anism during tuning for superior performance to current
parameter-efficient fine-tuning; and ii) apply pruning and
rewinding stages to reduce parameter usage in input visual
prompts. The systemic merits enable an effective yet effi-
cient algorithm. As a whole, we conclude that the outcomes
elucidated in this paper impart essential understandings and
necessitate further exploration within this realm.
Acknowledgements. This research was supported by the
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