Class-Aware Patch Embedding Adaptation for Few-Shot Image Classification
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Abstract

“A picture is worth a thousand words”, significantly beyond mere a categorization. Accompanied by that, many patches of the image could have completely irrelevant meanings with the categorization if they were independently observed. This could significantly reduce the efficiency of a large family of few-shot learning algorithms, which have limited data and highly rely on the comparison of image patches. To address this issue, we propose a Class-aware Patch Embedding Adaptation (CPEA) method to learn “class-aware embeddings” of the image patches. The key idea of CPEA is to integrate patch embeddings with class-aware embeddings to make them class-relevant. Furthermore, we define a dense score matrix between class-relevant patch embeddings across images, based on which the degree of similarity between paired images is quantified. Visualization results show that CPEA concentrates patch embeddings by class, thus making them class-relevant. Extensive experiments on four benchmark datasets, mini-ImageNet, tieredImageNet, CIFAR-FS, and FC-100, indicate that our CPEA significantly outperforms the existing state-of-the-art methods. The source code is available at https://github.com/FushengHao/CPEA.

1. Introduction

Real-world images are usually composed of many different entities, e.g., two oxen grazing surrounded by a barn, a fence and trees as shown in Figure 1. Assigning a single annotation to each image that corresponds to only one type of entity is a common practice to construct computer vision datasets, e.g., CIFAR [33] and ImageNet [54]. Such an annotation can only describe part of an image’s contents. This is acceptable in many classification scenarios, because the interference caused by other image contents can be mitigated by the use of a large number of labeled images. Specifically, since each class contains a sufficient number of labeled images that vary greatly within the class and the corresponding entities always appear in these images, deep models trained on such data tend to pay attention to the frequently occurring class-relevant entities (e.g., “ox” in Figure 1) while ignoring other irrelevant ones, especially those that frequently appear across classes [26].

Big challenges, however, arise in the context of few-shot image classification, in which approaches are expected to correctly identify new classes that are disjoint with the training classes during the test phase, given only a few (e.g., one or five) labeled images for each of these new classes. The challenges are as follows: 1) Due to the scarcity of labeled images of new classes and the extremely limited number of class-relevant entities, it is very difficult for a model to identify which entity determines the class of an image. 2) Entities contained in the training images but not covered by the training classes may happen to be the ones expected to be covered by the new classes at test time, which would introduce ambiguity. 3) Specific patterns learned during the training phase may be overemphasized, but they may not
be relevant to the new classes seen at test time, resulting in supervision collapse [14] and limited generalizability.

A promising solution is to align semantically-relevant regions [24, 27, 70, 14, 26]. SAML [24] proposes to use the activation-based attention to highlight semantically-relevant regions while suppressing others. CAN [27] performs cross-attention between class prototypes and query feature maps to highlight class-relevant regions. DeepEMD [70] looks for the aligned regions by minimizing the earth movers’ distance. CTX [14] uses a Transformer-style attention mechanism to perform the spatial and semantic alignment and mitigates supervision collapse by incorporating self-supervised learning in training. FewTUNE [26] determines the most informative regions via online optimization and then uses them to reweight patch correspondences. While these methods have shown great potential in eliminating interference and tackling supervision collapse, there still exist crucial drawbacks. Firstly, aligned semantically-relevant regions are not always beneficial for similarity measure, such as those that are irrelevant to the class of interest. Secondly, the scarcity of labeled images of new classes and the extremely limited number of class-relevant entities makes it difficult to deal with the inaccurate localization and alignment induced by large intra-class variation and background clutter in real-world images.

In this paper, we deal with the above challenges from a new perspective and propose a Class-aware Patch Embedding Adaptation (CPEA) method that can eliminate the interference of single-label annotations without aligning semantically-relevant regions while avoiding supervision collapse. Specifically, we employ self-supervision pretraining instead of the supervised one to avoid supervision collapse, with Masked Image Modelling [76] as a pretext task, which yields semantically meaningful patch embeddings. Since the patch embeddings may be irrelevant to class of interest, this leads to the need for aligning semantically-relevant patches. We avoid the need for localization and alignment mechanisms by making patch embeddings class-relevant. To this end, we introduce a class-agnostic embedding and feed it into the transformer to interact with patch embeddings to make it class-aware. Then, patch embeddings are adapted with the class-aware embeddings to make them class-relevant, which alleviates the scarcity of labeled images by increasing their amount. Furthermore, we define a dense score matrix between class-relevant patch embeddings across images, based on which the degree of similarity between paired images is quantified.

Our main contributions are summarized as follows: 1) We deal with the interference caused by single-label annotations in few-shot settings from a new perspective and demonstrate that the interference can be successfully mitigated without the need for localization and alignment mechanisms. 2) We propose the CPEA, a novel method that makes patch embeddings class-relevant and measures the similarity between class-relevant patch embeddings across images in a dense manner, which improves transferability. 3) Visualizations show that our CPEA makes patch embeddings class-relevant. Extensive experiments are conducted on four popular benchmark datasets and the results indicate that our CPEA achieves superior performance over the state-of-the-art methods.

2. Related work

Few-shot image classification. Few-shot image classification has recently attracted much attention because of its great application prospects in real-world scenarios. Existing methods can be roughly categorized into two groups. The first group is optimization-based methods. They learn a meta-learner, which can optimize a learner in a few steps given the few labeled images. For example, the meta-learner of MAML [18] and Reptile [49] output a set of good model initializations that can be adapted to a specific few-shot classification task in a few gradient steps. To avoid the large computational overhead caused by the need to update all model parameters during inference, CAVIA [78] and LEO [55] propose to perform meta-learning in a low-dimensional representation space. Then, it is found that both the choice of network architectures and the design of meta-learners have a severe impact on the performance and efficiency, which motivates the exploration of various variants of meta-learning methods [13, 50, 29].

The second group is metric-based methods. They focus on learning a feature space suitable for all few-shot classification tasks, in which an appropriate distance function is used for similarity measure. For example, MatchingNet [61] constructs a feature space based on neural networks, where the cosine distance is used for similarity measure. ProtoNet [57] learns a feature space, where the Euclidean distance is used for similarity measure. Then, it is found that the choice of network architectures, the choice of distance functions, the choice of prototypes, and the choice of training strategies all have a severe impact on the performance and efficiency, which motivates the exploration of various variants of metric-based methods [46, 47, 56, 69, 36, 62, 4, 5, 19]. Recently, local feature-based methods have achieved great success in addressing the challenging few-shot image classification problem. One line of such methods directly treat local features as image representations [58, 41, 12, 11] and the other line is to align the semantically relevant local features [24, 27, 70, 14, 26, 23]. Our method makes local features class-relevant, thus avoiding the need for localization and alignment mechanisms and increasing the usability of local features.

Self-supervision in few-shot image classification. Although self-supervision methods have achieved great success on large-scale image datasets, their potential has not
Figure 2. Overview of the proposed class-aware patch embedding adaptation method. The ViT is pretrained with Masked Image Modelling [76] as a pretext task. The class-agnostic embedding is a learnable embedding and made class-aware by constantly interacting with patch embeddings in the ViT. Then, the patch embeddings at the output are adapted with the class-aware embeddings to make them class-relevant. Finally, the similarity score between paired images is obtained by aggregating the dense score matrix. Note that we distinguish patch embeddings by numbers and $M$ denotes the number of patch embeddings.

been fully explored in the few-shot settings. Recent works have shown that they can help improve the generalization ability of learned models [48, 14, 26, 43, 67]. For example, S2M2 [48] integrates two self-supervision methods, i.e., rotation [22] and exemplars [16], with the standard supervised learning to improve the generalization ability of output features of pre-trained models. CTX [14] integrates SimCLR [8] into the episodic training strategy to improve the generalization ability of the learned model. FewTURE [26] uses Masked Image Modelling [3, 38, 25, 76] as a pretext task to pretrain the Vision Transformer (ViT) [15] on small-scale datasets, resulting in features with strong generalization ability.

ViT in few-shot image classification. Due to their ability to build long-range dependencies between image patches, ViTs have achieved great success in many application fields of computer vision such as image classification [15, 42] and object detection [42]. However, they rely more heavily on large-scale image datasets than Convolutional Neural Networks (CNNs) due to the lack of the convolutional inductive bias [40]. For example, ViTs have to learn from images the locality and the translation invariance embedded in the CNN design. This data-hungry nature makes it difficult for ViTs to be used as a whole in the few-shot settings, or only a very tiny part of ViTs (e.g., a single Transformer head) can be used in conjunction with CNNs [14, 69, 34]. Recently, FewTURE [26] demonstrates that a fully ViT-based architecture can be successfully generalized on small-scale image datasets.

3. Method

We first formulate the definition of few-shot image classification and then present an overview of the whole pipeline. Next, we detail the class-aware patch embedding adaptation and the dense similarity measure. Finally, we describe the training and inference strategies.

3.1. Problem definition

Few-shot image classification focuses on generalizing the knowledge learned on the training classes $C_{\text{train}}$ to the unseen test classes $C_{\text{test}}$, i.e., $C_{\text{train}} \cap C_{\text{test}} = \emptyset$, given only a few labeled images for each of these test classes. We follow the common practice of previous works [61] to formulate the $N$-way $K$-shot classification task in an episodic manner, where $N$ denotes the number of classes and $K$ denotes the number of labeled images contained in each class. An episode is composed of a support set $X = \{(x_i, y_i)\}_{i=1}^{NK}$ and a query set $Q = \{(x_i, y_i)\}_{i=1}^{NQ}$, where $Q$ denotes the number of test images contained in each class. The query set is used to evaluate the performance of a model on the few-shot classification task defined by the support set. Our goal is to learn a model on training classes that generalizes well on episodes randomly sampled from the unseen test classes within the inductive framework.
3.3. Class-aware patch embedding adaptation
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3.2. Overview

Figure 2 shows the pipeline of the proposed method. We decompose an image into patches, embed them using linear projection, add position embeddings to the resulting patch embeddings, and prepend a class-agnostic embedding to the sequence of patch embeddings, which are then fed into a standard Transformer encoder. Before performing class-aware patch embedding adaptation, we add a projection head to further transform the embeddings at the output of the Transformer encoder, with aim of increasing their adaptability to the few-shot classification task. Afterwards, the class-aware embeddings are used to adapt patch embeddings to make them class-relevant. To quantify the degree of similarity between paired images, we define a dense score matrix between class-relevant patch embeddings, based on which a MLP is used to aggregate the dense score matrix into a single similarity score.

3.3. Class-aware patch embedding adaptation

Self-supervision pretraining. Single-label annotations cause supervision collapse in few-shot settings, which highlights certain patterns that are useful for distinguishing training classes, rather than those that have good transferability [26]. To address this issue, we employ self-supervision pretraining instead of the supervised one to pretrain the ViT. Specifically, we decompose an image into patches, randomly mask some patches, encode these patches with a ViT and reconstruct the masked patches, where Masked Image Modeling (MIM) [3, 76] is used as a pretext task. The reasons for this are two-fold: 1) Labeled images are scarce in few-shot settings and a considerable amount of patch embeddings can be obtained in a single feedforward. To facilitate making patch embeddings class-relevant, it is necessary to yield semantically meaningful patch embeddings. 2) Different from the self-supervision approaches [7, 9] that focus on self-similarity of global representations between images from different views, MIM aims to reconstruct the masked patches and build an understanding of the structure and content of an image, rather than learning patterns that are mainly useful for training classes, which improves transferability.

Class-aware embedding. After pretraining, a considerable number of patch embeddings can be obtained for an input image in a single feedforward. However, the semantics of these patch embeddings may be irrelevant to the class of interest. Therefore, it is necessary to explore approaches that make the semantics of the patch embeddings relevant to class of interest, in order to treat them as image representations. We propose to adapt patch embeddings with class-aware embeddings to make them class-relevant. It is to be noted that class token is a learnable embedding and plays a key role in ViTs, whose state at the output is served as image representations [15]. Here, two often overlooked facts need to be highlighted: 1) Before being input into a ViT, class token is class-agnostic. 2) By constantly interacting with patch embeddings in the ViT, class token becomes class-aware and its final output state is treated as representations of the corresponding image. Figure 3 shows the class-aware embedding visualization results of images from different classes, which demonstrates that after interacting with images from different classes, the output states of class-agnostic embedding are class-aware. These facts suggest that the class-agnostic embedding may have a strong generalization ability, which motivate us to introduce the class-agnostic embedding and make it class-aware in a similar way.

Patch embedding adaptation. Given an image, its patch embeddings and class-aware embedding can be obtained simultaneously. Two facts need to be highlighted: 1) The semantics of these patch embeddings may be irrelevant to the class to which the image belongs and the spatial location of patch embeddings relevant to the class of interest is unknown in advance. This inspires the exploration of aligning semantically-relevant regions. Due to the inaccurate localization and alignment induced by large intra-class variation and background clutter, the results of semantic alignment are far from satisfactory [24]. 2) The number of patch embeddings is usually considerable. Several methods have directly treated patch embeddings as image representations to alleviate the scarcity of labeled images [68, 37]. Although promising performance improvements have been achieved, they suffer from irrelevant patch embeddings. We deal with the above issues from a new perspective of adapting patch embeddings with the class-aware embedding to make them class-relevant, which can be formulated as follows:

$$z_i^o = z_i^o + \lambda z_i^{class},$$

where $z_i^o$ and $z_i^{class}$ respectively denote the $i$-th adapted patch.

1The connection between class-agnostic embedding and class-aware embedding is that they are class tokens at different stages of the model forward pass.
embedding and the $i$-th original patch embedding at the output of the projection head, $z_{\text{class}}$ denotes the class-aware embedding at the output of the projection head, and $\lambda > 0$ denotes the class-aware factor that controls the magnitude of the correlation. The reason behind this design is as follows. Although the labels of the patch embeddings, i.e., $y(z_i)$, are unknown, the class-aware embeddings, i.e., $y(z_{\text{class}})$, is known. Therefore, the labels of the adapted patch embeddings, i.e., $y(z_i')$, can be formulated as follows:

$$y(z_i') = y(z_i) + \lambda y(z_{\text{class}}).$$

This practice has achieved great success in mixup [72]. The difference is that two known classes are mixed in class-aware embeddings. Considering that the similarity measure used is insensitive to the norm of embeddings, the larger the value of $\lambda$, the smaller the angle between the class-aware embedding and the adapted embedding, and the more relevant the adapted embedding is to the class of interest.

### 3.4. Dense similarity measure

Without loss of generality, we take a support image and a query image as an example to show how to measure the similarity between them. When designing the similarity measure, two points need to be considered: 1) Since the number of class-relevant patch embeddings is considerable, it would be better to use them all at the same time, in order to impose a strong constraint on the whole pipeline. 2) It would be better to design a similarity measure that requires no domain expertise, in order to reduce the difficulty of deployment in practical applications. To this end, we define a dense score matrix $S$ whose element is a score between adapted patch embeddings across images, which can be formulated as follows:

$$S_{ij} = d(z_{i}^{o(S)}, z_{i}^{o(Q)})^2,$$

where $z_{i}^{o(S)}$ and $z_{i}^{o(Q)}$ respectively denote the adapted patch embeddings of the support image and the query image, and $d(\cdot, \cdot)$ denotes the cosine similarity. Then, we flatten the dense score matrix and directly input it into a MLP to output a similarity score. The reasons for these choices are as follows: 1) All class-relevant patch embeddings are used, which helps alleviate the overfitting issue induced by the scarcity of labeled images. 2) The difficulty of choosing the right function from massive suitable functions is bypassed. 3) The cosine function is insensitive to the norm of embeddings, which avoids $l2$ normalization of Eq. (1). 4) The use of the square term can facilitate the independence of the adapted embeddings between different classes.

### 3.5. Training and inference

**Training.** There are $K$ labeled images in the $n$-th support class. After obtaining the similarity scores between the $i$-th query image and all support images, we can get the similarity score of the $i$-th query image belonging to the $n$-th support class as follows:

$$s_{ni} = \sum_{k=1}^{K} s_{nik},$$

where $s_{nik}$ denotes the similarity score between the $i$-th query image and the $k$-th support image in the $n$-th support class. Then, the probability of the $i$-th query image belonging to the $n$-th support class can be calculated as follows:

$$p_{ni} = \frac{\exp(s_{ni})}{\sum_{n=1}^{N} \exp(s_{ni})}.$$

For a given episode, the loss function can be formulated as follows:

$$L = -\frac{1}{NQ} \sum_{i=1}^{NQ} \sum_{n=1}^{N} I(y_{i}^{(Q)} = n) \log p_{ni},$$

where $y_{i}^{(Q)}$ denotes the label of the $i$-th query image and $I(\cdot)$ is an indicator function that equals one if its arguments are true and zero otherwise. All the learnable weights involved in our method are finetuned by minimizing Eq. (6) using episodes randomly sampled from training classes.

**Inference.** Given an episode sampled from the unseen test classes, the probability of a query image belonging to each class can be calculated according to Eq. (5). Then, we assign the label of the class with the maximum probability to the corresponding query image. Note that once finetuned on the training classes, our method does not need any adjustments when generalizing to the unseen test classes, in contrast to FewTURE [26] that needs all images of an episode’s support set together with their labels to learn the importance for each individual patch token via online optimization at inference time, resulting in that our method is much faster than FewTURE in terms of inference speed.
Table 1. Few-shot classification accuracies for the 5-way 1-shot and 5-way 5-shot settings on miniImageNet and tieredImageNet. The average accuracies with 95% confidence interval are reported according to the evaluation protocol.

### 4. Experiments

We first detail the experimental settings and then compare with the counterparts. Finally, we ablate the key components. It is to be noted that more details regarding datasets and ablation study are provided in the supplementary material.

#### 4.1. Experimental settings

**Datasets.** We evaluate our method on four popular few-shot classification benchmark datasets, *i.e.*, miniImageNet [61], tieredImageNet [53], CIFAR-FS [6], and FC-100 [51]. We follow the common practice of previous methods [69, 26] to split each dataset into training/validation/test datasets. Their label spaces are disjoint, meaning that the classes seen in the training set will not appear in the validation/test set.

**Backbone.** We use the ViT-S/16 [15] as the backbone. The reason for this choice is that the number of parameters of ViT-S/16 is comparable to that of the backbones commonly used in the few-shot image classification task. The projection head is an MLP and it has two layers with GELU applied to the first fully-connected layer and LayerNorm applied to the second fully-connected layer. The MLP used to aggregate the dense score matrix has two layers with GELU applied to the first fully-connected layer and its output fully-connected layer is 1-d. The ViT-S/16 takes images with a resolution of $224 \times 224$ as input and the patch embeddings are 384-d.

**Implementation details.** Our training procedure consists of two stages. In the first stage, we pretrain the ViT-S/16 by using the strategy proposed in [76] and sticking to the hyperparameter settings reported. Four A100 40G GPUs are used to pretrain the ViT-S/16 and the total number of training epochs is set to 1,600. To match our computing resources, the batch size is set to be 512. It is to be noted that only the training set of the corresponding dataset is used for pretraining. In the second stage, we finetune the whole pipeline by minimizing Eq. (6). It is to be noted that only episodes sampled from the training classes are used for finetuning. The optimizer used is Adam [32]. The global initial learning rate is set to be 0.001, which is halved every 500 episodes, and the learning rate of the ViT-S/16 is always kept to be one percent of the global learning rate. The weight decay is set to be 0.001 and the total number of episodes is set to be 10,000.

**Evaluation protocol.** We report the performance on the 5-way 1-shot and 5-way 5-shot image classification tasks, and the average accuracy of 1,000 episodes randomly sampled from the test classes is taken as the final performance with 15 query images per class.
Table 2. Few-shot classification accuracies for the 5-way 1-shot and 5-way 5-shot settings on CIFAR-FS and FC-100. The average accuracies with 95% confidence interval are reported according to the evaluation protocol.

Table 3. Impact of the projection head on the few-shot classification performance.

Table 4. Impact of the class-aware factor on the few-shot classification performance.

4.2. Comparison results

Table 1 and Table 2 show the comparison results for the 5-way 1-shot and 5-way 5-shot settings on four benchmark datasets. It is to be noted that 1) CPEA outperforms the counterparts by a large margin. 2) CPEA exceeds the semantic alignment-based methods by a noticeable margin, including FewTURE [26] and DeepEMD [70]. Moreover, CPEA beats the state-of-the-art semantic alignment-based method in terms of inference speed as shown in Table 9. These observations demonstrate the effectiveness of class-aware patch embedding adaptation.

4.3. Ablation study

The key components of the proposed method are ablated and experiments are conducted on miniImageNet [61].

Projection head. Since the projection head increases the adaptability of embeddings to the few-shot image classification task, the performance is improved by 0.78% on average, as shown in Table 3.

Class-aware factor. $\lambda = 0.0$ means that the patch embeddings are directly treated as image representations. Table 4 shows that adapting patch embeddings to make them class-relevant improves performance by a noticeable margin, demonstrating the effectiveness of class-aware patch embedding adaptation. Both the 1-shot performance and the 5-shot performance are saturated after $\lambda$ exceeds a certain value, i.e., 1-shot: 2 and 5-shot: 8. Since there are more diverse entities under the 5-shot setting, a larger $\lambda$ is needed to make all patch embeddings class-relevant. Considering that the 5-shot performance improvement is small when $\lambda > 2.0$, the default class-aware factor is set to 2.

Choices in Eq. (3). Table 5 shows that both $d(\cdot, \cdot)^2$ and $|d(\cdot, \cdot)|$ can boost performance. Also, scaling $|d(\cdot, \cdot)|$ doesn’t bring further performance gains. Since the cosine values within the same class are larger than the others, squaring enlarges the intra-class similarity while reducing the inter-class similarity, thus achieving better performance.
Figure 5. Patch embedding visualization of four randomly sampled 5-way 1-shot classification tasks with one query image per class. (a), (b), (c), and (d) show the visualization results without CPEA. (e), (f), (g), and (h) show the corresponding visualization results with CPEA. CPEA concentrates patch embeddings by class, thus making them class-relevant.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype (with Euclidean distance)</td>
<td>82.80±0.59</td>
</tr>
<tr>
<td>Prototype (with Cosine distance)</td>
<td>79.90±0.65</td>
</tr>
<tr>
<td>Linear (optimized online)</td>
<td>82.37±0.57</td>
</tr>
<tr>
<td>FewTURE (0 steps)</td>
<td>82.68±0.55</td>
</tr>
<tr>
<td>FewTURE (20 steps)</td>
<td>84.51±0.53</td>
</tr>
<tr>
<td>CPEA (in a dense manner)</td>
<td>87.06±0.38</td>
</tr>
</tbody>
</table>

Table 7. Impact of different classifiers attached to the pretrained backbone ViT-S/16 on the few-shot classification performance.

<table>
<thead>
<tr>
<th>Number of class-agnostic embeddings</th>
<th>1-shot</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71.97±0.65</td>
<td>87.06±0.38</td>
</tr>
<tr>
<td>2</td>
<td>71.43±0.65</td>
<td>86.62±0.41</td>
</tr>
<tr>
<td>3</td>
<td>71.34±0.65</td>
<td>86.72±0.40</td>
</tr>
<tr>
<td>4</td>
<td>70.57±0.67</td>
<td>86.39±0.36</td>
</tr>
</tbody>
</table>

Table 8. Impact of the number of class-agnostic embeddings on the few-shot classification performance.

Pretraining strategies. Table 6 shows the impact of different pretraining strategies on the few-shot classification performance. Supervision collapse exists in the supervised pretraining, i.e., DeiT [60], thus leading to its poor generalization ability on the unseen test classes. Due to its patch-based nature, MIM [76] performs much better than DINO [7].

Classifier. Table 7 shows the impact of different classifiers attached to the pretrained backbone ViT-S/16 on the few-shot classification performance. The comparison results demonstrate the superiority of CPEA.

Number of class-agnostic embeddings. Table 8 shows the impact of the number of class-agnostic embeddings on the few-shot classification performance. Increasing the number of class-agnostic embeddings does not improve performance. Therefore, we use one class-agnostic embedding by default.

Inference time. When generalizing to the unseen test classes, our CPEA does not need any adjustments while FewTURE [26] needs to learn the token importance weight via online optimization. As a result, our CPEA is much faster than FewTURE in terms of inference speed, as shown in Table 9.

Feature visualization. Figure 5 shows the patch embedding visualization results of four randomly sampled 5-way 1-shot classification tasks with/without CPEA. It can be observed that with CPEA, the patch embeddings are clustered by class. This means that the patch embeddings are made class-relevant by CPEA.

<table>
<thead>
<tr>
<th>Model</th>
<th>Inference time [ms]</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>FewTURE (0 steps)</td>
<td>156.8±2.16</td>
<td>82.68±0.59</td>
</tr>
<tr>
<td>FewTURE (10 steps)</td>
<td>162.1±2.11</td>
<td>83.89±0.57</td>
</tr>
<tr>
<td>FewTURE (20 steps)</td>
<td>168.6±2.22</td>
<td>84.51±0.53</td>
</tr>
<tr>
<td>CPEA</td>
<td>1.352±0.06</td>
<td>87.06±0.38</td>
</tr>
</tbody>
</table>

Table 9. Few-shot classification accuracy and inference time. Inference time are averaged over 1800 query images. An NVIDIA-2080TI is used for evaluation.

<table>
<thead>
<tr>
<th>Image resolution</th>
<th>1-shot</th>
<th>5-shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>224×224</td>
<td>71.97±0.65</td>
<td>87.06±0.38</td>
</tr>
<tr>
<td>384×384</td>
<td>73.12±0.63</td>
<td>87.60±0.39</td>
</tr>
<tr>
<td>448×448</td>
<td>73.29±0.63</td>
<td>88.00±0.37</td>
</tr>
</tbody>
</table>

Table 10. Impact of the image resolution on the few-shot classification performance.
The need for aligning semantically-relevant regions. The core of CPEA is to integrate patch embeddings with class-aware embeddings to make them class-relevant. To measure the similarity between paired images, we define a dense score matrix between class-relevant patch embeddings, based on which a similarity score is aggregated. Visualization results demonstrate that our CPEA makes patch embeddings class-relevant. Extensive experiments on four benchmark datasets show that our CPEA performs much better than the counterparts while achieving new state-of-the-art results.

5. Discussion

Despite the effectiveness of euclidean metrics and their generalizations in few-shot image classification [5, 19, 4], two major challenges still exist when using them. One is the scale issue. Table 12 shows that it is nontrivial to find a suitable scaling factor that outperforms PMF, as shown in Table 11. This observation demonstrates the effectiveness of our method in using external data.

6. Conclusion

In this paper, we propose a Class-aware Patch Embedding Adaptation (CPEA) method for few-shot image classification. CPEA can eliminate the interference of single-label annotations and avoid supervision collapse without the need for aligning semantically-relevant regions. The core of CPEA is to integrate patch embeddings with class-aware embeddings to make them class-relevant. To measure the similarity between paired images, we define a dense score matrix between class-relevant patch embeddings, based on which a similarity score is aggregated. Visualization results demonstrate that our CPEA makes patch embeddings class-relevant. Extensive experiments on four benchmark datasets show that our CPEA performs much better than the counterparts while achieving new state-of-the-art results.