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Abstract

We present Basis Restricted Elastic Shape Analysis
(BaRe-ESA), a novel Riemannian framework for human
body scan representation, interpolation and extrapolation.
BaRe-ESA operates directly on unregistered meshes, i.e.,
without the need to establish prior point to point corre-
spondences or to assume a consistent mesh structure. Our
method relies on a latent space representation, which is
equipped with a Riemannian (non-Euclidean) metric asso-
ciated to an invariant higher-order metric on the space of
surfaces. Experimental results on the FAUST and DFAUST
datasets show that BaRe-ESA brings significant improve-
ments with respect to previous solutions in terms of shape
registration, interpolation and extrapolation. The efficiency
and strength of our model is further demonstrated in appli-
cations such as motion transfer and random generation of
body shape and pose.

1. Introduction
Over the past decade there has been an increased inter-

est in analyzing the morphological variability of the human
anatomy. In particular, the issue of modeling and retriev-
ing changes in full body shape and pose has a wide range
of graphics applications spanning from 3D human model-
ing, to augmented and virtual reality for animated films and
computer games. In these applications one is interested in
a framework that allows for operations such as shape inter-
polation [16], – the task of finding a plausible deformation
between two given body scans – shape extrapolation, – the
task of finding a plausible deformation given a body scan
and a corresponding initial deformation (movement) – and
random shape generation. Furthermore, one is interested in
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obtaining a natural disentanglement of changes in the pose
and in the shape of the human body [15], which in turn will
allow for operations such as motion transfer [5].
Motivation: A major challenge in the context of human
body shape analysis is the registration problem, i.e. raw
scans of human bodies are usually not equipped with any
point correspondences and will, in general, not even ad-
mit a consistent mesh structure. Traditionally this issue has
been tackled by finding new representations of the meshes
with a consistent mesh structure and estimated point cor-
respondences using an external framework such as func-
tional maps [38, 35]. This data preprocessing step is then
followed with an independent framework for the analysis
of parametrized shapes, such as the As-Rigid-As-Possible
(ARAP) energy [45] or the as isometric as possible en-
ergy [27]. In recent years, in the context of general func-
tional data analysis, it has been shown that such a sepa-
ration into registration and subsequent analysis can intro-
duce a significant bias into the resulting statistical analy-
sis, and it has been acknowledged that a significant increase
in performance can be obtained by using an unified ap-
proach [46, 25].
Contribution: Towards this aim we introduce a new
pipeline that quantifies geometric differences between un-
registered human body scans, i.e., that does not require prior
point correspondences or consistent parametrization across
the dataset. Furthermore, we are not only interested in a
pure metric comparison of two individuals, but also in es-
timating plausible deformation processes from one human
body to the other. To that end, we introduce a transforma-
tion model that allows to disentangle changes in the pose
and in the shape of the human body so as to obtain realistic
ways to interpolate from one scan to another, extrapolate a
given motion or transpose it to a new individual and even
to generate visually plausible random pose and shapes; see
Figure 1 for a schematic visualization of our framework. It
is important to highlight that, through the use of the varifold
representation and kernel metrics, our approach does not re-
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Figure 1: Overwiew of our method. We seek to represent unparameterized human bodies, with different mesh connectivity,
and possible noise or topological changes in a disentangled latent space. We define our latent space as the sum of pose and
shape spaces. The paths in the latent space are not linear but curved, corresponding to geodesics in the paramaterized human
body space. After retrieving the latent codes of the human bodies, we can use the space along with its Riemmanian metric to
solve several problems in human body deformation: inter-extrapolation, motion transfer, shape generation.

quire having a consistent mesh structure across the dataset
and performs well on human body scans with different num-
bers of vertices and even under the presence of topological
noise (e.g. holes in the scans). Furthermore, unlike current
deep learning frameworks for human body analysis, the en-
coding component in our approach relies on pre-trained de-
formation bases for the shape and pose changes but is cou-
pled with a non-Euclidean metric in the latent space. Thus
the training of our model is notably simple and does not re-
quire large amount of training data. Moreover, as our results
suggest, it leads to better properties when it comes to the in-
terpretability of human body paths and the generalization to
unseen data.

2. Related Work
Human body statistical spaces: Since Blanz et al.’s 3D
Morphable Model for faces [8], statistical parametric mod-

els have been a preferred way for modeling 3D shape vari-
ations of human shapes (body, face and so on). In the par-
ticular domain of human bodies [1, 23, 41], the approaches
consist of blending a skeleton transformation using several
possible transformation models, along with a learned space
of identity deformation. Recently, the SMPL model [34] is
widely used for a variety of applications as it gives a valu-
able method of compressing the human body characteris-
tics. The pipeline to retrieve the parameters of the SMPL
model remains expensive and often requires manual inter-
vention. As datasets of human body shapes grow larger,
manual intervention becomes unfeasible and modern ma-
chine learning methods have been proposed to automate the
processing of raw shape data.

Riemannian deformations of surfaces: In order to deform
human shapes a common approach is to optimize a defor-
mation relative to a given energy. Multiple deformation en-

14182



ergies have been used for defining the space of plausible de-
formations for human (or humanoid) shapes. Some project
the points into Riemannian representation space [33, 4], or
define energies from Riemannian metrics, such as the As-
Rigid-As-Possible (ARAP) [45], the as isometric as possi-
ble [27] or the framework of Pierson et al. [40], who min-
imize a first order Riemannian energy with respect to de-
formations learned from training data of human motions.
All these methods are, however, parameterization depen-
dent and thus point correspondences (and a consistent mesh
structure) must be precomputed.

The field of elastic shape analysis (ESA) [46], which
employs reparametrization invariant Riemannian metrics
for defining deformation energies, has been proposed to
overcome this drawback by solving for the registration
(point correspondences) and deformation path in a unified
fashion. This approach defines a shape as a point in the
space of embeddings (or immersions) from a parameter
space M into R3, that can be quotiented by the action of
reparameterizations of M and the group of Euclidean trans-
formations. The induced manifold is equipped with the in-
herited Riemannian metric from the space of parametrized
surfaces and is then used to measure the distance between
two given shapes as well as interpolation by computing a
geodesic that connects them [29, 25, 47, 50, 31]. These
approaches, however, assume that the surfaces are given by
analytic (spherical) representations. In the context of real
data (raw body scans) this thus requires one to find such
an analytic representation of the data in a pre-processing
step [42, 30]. In the presence of imaging noise in particular,
this is a highly non-trivial task, that can introduce signifi-
cant bias and error in subsequent statistical analyses.

The varifold representation of surfaces [14, 26], can be
used to define discrepancy loss functions between shapes
that are not only invariant to parameterization, but also ro-
bust to scan inconsistencies such as potential noise or holes.
They indeed have been apply successfully in the context
of human shapes [39], although it was for sequence com-
parison and not deformation of surfaces. The approach of
this paper follows some of the recent advances [6, 22] that
combine Riemannian elastic metrics with varifolds discrep-
ancy terms and thereby overcome the aforementioned diffi-
culties.
Data-driven human body latent spaces: The deep learn-
ing era has introduced multiple generative models such as
the popular Generative Adversarial Networks (GAN) [19]
and Variational AutoEncoders (VAE) [28] that are able to
model faithfully sample variations from a training set of
images. Geometric deep learning [13], and in particular
3D autoencoders methods seek to extend those methods to
3D data. Those methods [12, 32, 24, 20] proved to be suc-
cessful in order to find a low dimensional representation of
the space compared to classical algorithms such as PCA.

In recent years, several autoencoder frameworks have been
proposed to represent human bodies in a low-dimensional
latent vector space while being independent of parame-
terization, thanks to different architecture such as Point-
Net [43, 3, 15, 36, 21] or more recently transformers, but
their training cost remain high [49]. By using several de-
formation energy losses in the training set such as geodesic
distances [15], or ARAP [24, 36], these methods train non-
linear encoder and decoder networks to map the low dimen-
sional latent vector space to the space of human bodies and
vice versa. This allows one to map linear paths in the la-
tent space to paths of plausible human body motions. The
main drawback of these methods comes from their reliance
on large datasets of parameterized surfaces and their failure
to sufficiently learn the non-linear map from the flat space
to the space of human bodies thereby lacking in generaliz-
ability when confronted to unseen data.

In contrast, our proposed pipeline, as illustrated by Fig-
ure 1, imposes an affine map, called the affine decoder,
from a given low dimensional latent space to a correspond-
ing space of human body transformations, which is based
on the use of some pre-estimated bases to represent in-
finitesimal body shape and body pose deformations. Re-
cent approaches has demonstrated that regularizing latent
space [48, 18, 2] can improve the computations of paths for
3D shapes. To do so, unlike aforementioned deep learn-
ing architectures, we do not rely on the standard Euclidean
metric in the latent space but instead on the pullback of a
second order parametrization-invariant Sobolev metric in
the space of deformation field. Thus, interpolating paths
in latent space are no more straight lines, but are associated
to (sub-Riemannian) geodesics in the surface space for this
metric.

3. Riemannian Latent Space Method
The space of human shapes: In this article we model
the space of all human shapes as a subset of the infi-
nite dimensional space of template-based unparametrized
surfaces, i.e., we view a human shape as an element
of the quotient space S = Imm /Diff, where Imm ={
q ∈ C∞(T ,R3) : Tq is inj.

}
denotes the space of smooth

maps (immersions) and where Diff is the group of all
smooth, bijective maps (diffeomorphisms) on a human body
template T .
A Riemannian approach: To define our framework for the
analysis of human shapes we will resort to the field of Rie-
mannian geometry, more precisely we will view the space
S as an infinite dimensional manifold and equip it with a
Riemannian metric. This will allow us to reduce tasks such
as shape interpolation and extrapolation to geometric oper-
ations – the geodesic initial and boundary value problem.
In order to define a Riemannian metric on S we will follow
the elastic shape analysis (ESA) paradigm of defining first a
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reparametrization invariant Riemannian metric on the space
of parametrized surfaces Imm, that will then descend to a
Riemannian metric on the quotient space S. Recall that a
Riemannian metric G is a family of inner products

Gq : C∞(T ,R3)× C∞(T ,R3) → R+

that depends smoothly on the foot point q ∈ Imm. Here
we have identified the tangent space Tq Imm (the space of
deformation vectors) with the space of smooth vector fields
over T .
Latent Space Model: For applications it is natural to re-
strict this model to only consider a certain set of admissi-
ble deformations applied to a template shape. In the con-
text of shapes of human bodies, such a restriction ensures
that the model only contains deformations that are ”natu-
ral” i.e. deformations stay in the space of expected human
body shapes. Therefore in our model, we restrict ourselves
to surfaces q that can be written as linear combinations of
a basis of admissible body pose deformations (shape basis),
{hi}mi=1, and a basis of admissible body type deformations
(motion basis), {ki}ni=1. Thus, all of the shapes we con-
sider are determined by the latent space L ⊂ Rn+m of co-
efficients for the combined basis. This latent space model
is thus related to the space of immersions by the mapping
F : L → Imm via

F (αj) = q̄ +

m∑
i=1

αj
ihi +

m+n∑
i=m+1

αj
iki−m.

where q̄ is our parameterized template human body shape,
hi is a basis of (realistic) body type (identity) deformations
and where ki is a basis of (realistic) body pose deformations
(movements). This choice of bases is a crucial ingredient to
obtain a good performance of the proposed method. In the
present work we will construct them in a data driven way,
which will be described in more details in Section 3.1. We
then equip our latent space with a non-euclidean metric by
defining the pullback of G via F . In particular, for α ∈ L
and β, η ∈ L, we define the metric on the latent space by

Gα(β, η) := GF (α)(F (β)− q, F (η)− q).

Choice of Metric: There is a variety of different Rieman-
nian metrics G satisfying the required invariance proper-
ties that have been proposed in the literature. In the current
article we choose a metric from the family of second or-
der Sobolev metrics with six parameters proposed in [22].
We will not present the exact formula of the Riemannian
metric here, but refer the interested reader to supplemen-
tary material. For the purpose of the present article we only
mention the following fundamental properties of our choice
of Riemannian metric, which are central for the proposed
applications: 1) the second order term in the metric pro-

vides enough regularity to prevent the occurence of singu-
larities along the solution of the interpolation and extrap-
olation problem described above, 2) the parameters in the
metric provide enough flexibility to enforce certain behav-
iors of the resulting optimal deformations, eg. as isometric
as possible deformations and 3) they naturally can be ex-
tended to the space of triangulated meshes using the meth-
ods of discrete differential geometry.
Interpolation as a geodesic boundary value problem:
The shape interpolation problem between two surfaces (hu-
man shapes) is the task of finding an optimal deformation
(path of immersions) between the two given surfaces. In our
Riemannian setup this reduces to minimizing the energy

E(α) =

∫ 1

0

Gα(∂tα, ∂tα)dt

over all paths α : [0, 1] → L and diffeomorphisms φ ∈ Diff
such that F (α)(0) = q0 and F (α)(1) = q1 ◦ φ, where
q0 and q1 are arbitrarily chosen parametrizations of the un-
parametrized shapes. In order to apply this model to real
data the main difficulty is the action of the diffeomorphism
group on the endpoint constraint and the fact that raw body
scans are, in general, not equipped with a consistent mesh
structure, i.e., different scans can have different resolution,
different mesh structures or even involve imaging errors re-
sulting in e.g. holes or missing parts.

To circumvent these difficulties we will instead consider
a relaxed formulation of the BVP given by the energy

Ẽ(α) =

∫ 1

0

Gα(∂tα, ∂tα)dt

+ λΓ(F (α)(0), q0) + λΓ(F (α)(1), q1), (1)

where Γ is a reparametrization blind similarity measure, i.e.,
Γ satisfies the fundamental property Γ(q0, q1) = 0 if and
only if q0 and q1 represent the same shape, i.e., there exists
a φ ∈ Diff such that q0 = q1 ◦φ. We have thus reduced the
geodesic boundary value problem to an unconstrained min-
imization problem over all paths α : [0, 1] → L. There
are various different possibilities for this similarity term,
such as the Hausdorff or Chamfer distance. We will rely
on a similarity term derived from geometric measure the-
ory, namely kernel metrics on the space of varifolds pre-
viously used in e.g. [26]. An important advantage of this
framework is the fact that the resulting fidelity loss func-
tion remains differentiable with respect to the positions of
the shapes’ vertices. Additionally, after discretization, the
varifold distance does not require the given meshes to have
a consistent mesh structure which allows us to compare hu-
man body scans with different numbers of vertices and even
different topologies, e.g. in the case of holes in the scans.

We then discretize the path α in time and compute the
path energy using finite differences. Further, we may dis-
cretize the varifold data similarity term as in [26]. Details
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of such a discretization are included in the supplementary
materials. Thus, we have reduced the infinite dimensional
minimization problem to a finite dimensional one, with the
variables being the (discrete) path of latent variables. We
tackle the resulting unconstrained non-convex minimization
problem using the L-BFGS algorithm.
Extrapolation as a geodesic initial value problem: The
shape extrapolation problem consists in predicting the fu-
ture evolution of a surface (human body) given an initial
deformation direction. In our Riemannian framework this
reduces to solving the geodesic equation with given initial
condition q(0) = q0 (the initial pose) and ∂tq(0) = h (the
direction of deformation). The geodesic equation is the first
order optimality condition of the energy functional; it is
non-linear PDE, that is second order in time t and forth or-
der in space. For the exact formula of this equation, which
is rather lengthy and not particularly insightful, we refer the
interested reader to the literature, see eg. [7]. To solve such
initial value problems in our latent space, we modify meth-
ods of discrete geodesic calculus [44] for our setting. We
approximate the geodesic starting at α0 in the direction of
β with a PL path with N +1 evenly spaced breakpoints. At
the first step, we set α1 = α0 + 1

N β and find α2 such that
F (α1) is the geodesic midpoint of F (α0) and F (α2), i.e.,
we solve for α2 such that

α1 = argmin
α̃

[Gα0(β0, β0) +Gα̃(β̃, β̃)]

where β0 = α̃ − α0 and β̃ = α2 − α̃. Differentiating with
respect to α̃ and evaluating the resulting expression at α1,
we obtain the system of equations

2Gα0(β0, hi)− 2Gα1(β̃, hi) +Dα1G·(β̃, β̃)i = 0,

2Gα0(β0, ki)− 2Gα1(β̃, ki) +Dα1G·(β̃, β̃)i+m = 0 (2)

where {hi, ki} is our basis of deformations as introduced
above. We denote the system of equations in (2) by
Φ(α2;α1, α0) = 0, where we stress again that α0 and α1

are here fixed and known. We solve this system of equations
for α2 using a nonlinear least squares approach,

α2 = argmin
α̃

∥Φ(α̃;α1, α0)∥22.

We repeat this process N − 1 times, thereby constructing
the discrete solution up to time t = 1.

3.1. A data-driven basis of deformations

To construct the bases of movements and body type de-
formations we interpret registered mesh sequences of mo-
tions as paths in shape space whose tangent vectors are im-
plicitly restricted to the space of valid motions of a human
body. The tangent vectors of those sequences are used as
training data, on which we perform principle component

analysis to obtain a tractable yet expressive basis for the
valid pose deformations of a human body. We then col-
lect meshes of the same pose from each identity (generally
available in T or A-pose) and compute the (unrestricted)
pairwise geodesics between these meshes with respect to
our second-order Sobolev metric, where we use the Py-
torch implementation of [22].Note that these meshes show
only moderate deformations and thus there are no difficul-
ties with applying the unrestricted matching algorithm. We
then collect the tangent vectors to these paths and perform
again PCA to define our basis of shape deformations. For
the analysis of pre-registered human body motions a similar
procedure has been used in [40]. We discuss the limitations
and benefits of this process in Section 8 of the supplemen-
tary material.
Parameter selection: The resulting basis size for our
model is as follows (the number of elements was chosen
experimentally): the motion basis has n = 130 elements,
whereas the basis for the body type variation has only m =
40 elements. The coefficients for the H2-metric were chose
to enforce close to isometric deformations that allow for
some stretching and shearing to allow change in body type.
Further, we added a small coefficient to the second-order
term to further regularize the deformations. The final six pa-
rameters for the H2-metric are set to (1, 1000, 100, 1, 1, 1)
We perform sequential minimizations where the parameter
σ of the varifold term is decreased from .4 to .025 and the
balancing term λ is increased from 102 to 108. A pseudo
code of our main algorithm is available in the supplemen-
tary material.

4. Results
In this section we demonstrate the accuracy of our frame-

work in five different experiments: the registration of hu-
man body scans, the interpolation and extrapolation of hu-
man body motions, random generation and motion transfer.

4.1. Datasets

Training dataset: To construct our basis we will make use
of the publicly available Dynamic FAUST (D-FAUST) [11]
dataset. This dataset contains high quality scans, along with
registered meshes that will be used as training data. More
specifically D-FAUST [11] is a 4D scan dataset of human
motions. 10 individuals performed at most 14 in-place mo-
tions, recorded using multi view cameras and high quality
4D scanner, sampled at 60 Hz. Due to the high speed of
the recording, D-FAUST scans contain several singularities
in the reconstructed surface, such as holes or even artifi-
cial objects (eg. parts of walls). The SMPL mesh is reg-
istered using a registration pipeline based on image texture
information, and a novel body motion model, allowing to
have the registrations corresponding to each scan. A set of
7 long range sequence, divided in 10 representative mini-
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sequences, are left for testing (see supp. material for the
video of these sequences).
Test dataset: In addition to these 7 sequences from D-
FAUST we tested our algorithm on the static FAUST
dataset [10]. This is a 3D static scan dataset designed
for human mesh registration, that contains scans of mini-
mally clothed humans, similar to the ones in the D-FAUST
dataset. Ten individuals (different from the D-FAUST train-
ing set) performed 30 different poses recorded using a high
quality 3D scanner. We selected 9 unregistered poses of
the training set that show no rotations, and use them as a
testing set. We chose this dataset rather than other possible
ones [1, 35] because the geometric closeness of minimally
clothed humans allows us to evaluate the geometric quality
of registrations (as opposed to the case of clothed humans)
and it allows to test robustness against topological noise.

4.2. Evaluation and comparison

Before presenting our results, we discuss our procedure
for evaluating and comparing different methods. We per-
form a thorough comparison of our approach with other
state-of-the-art approaches for human body analysis that
rely on latent space learning for registration, interpolation,
and extrapolation tasks. To keep the section more focused,
we deliberately restrict to those, and do not consider other
methods that can potentially tackle the same tasks but with-
out a low dimensional latent space [16], or that are specif-
ically designed for other tasks [36]. We compare our ap-
proach to LIMP [15], which models shape deformations
using a variational auto-encoder with geodesic constraints;
ARAPReg [24], which models deformations using an auto-
decoder with regularization through the as rigid as possi-
ble energy; and 3D-Coded [20], which is similar to LIMP
but with lighter training and without geometric loss regu-
larization. LIMP and 3D-Coded both utilize a PointNet ar-
chitecture as an encoder, which enables invariance to pa-
rameterization. On the other hand, ARAPReg recovers la-
tent vectors within a registered setting utilizing the L2 met-
ric, which assumes that the target meshes possess identical
mesh structure as the model’s output. To make this frame-
work viable for our application we replace the L2-metric by
the varifold distance thereby extending ARAPReg to unreg-
istered point clouds. We trained all three networks on the
D-FAUST dataset using reported training details from the
respective papers. We used 3D-Coded only for comparison
in the latent code retrieval experiments as its interpolation
and extrapolation results were notably bad.

In our experiments we evaluate the quality of the results
using different similarity measures (distances) between the
outputs of the different methods and the original scan. The
“shape” matching is evaluated by comparing each method
against the original scans using three different remeshing in-
variant similarity measures. First, we evaluate the methods

MSE Hausdorff Chamfer Varifold
LIMP NA 0.23 0.098 0.073
ARAPReg 0.035 0.11 0.117 0.021
3D-Coded 0.053 0.07 0.020 0.023
BaRe-ESA 0.015 0.08 0.019 0.014

Table 1: Shape registration and reconstruction results. Each
method is trained on D-FAUST and tested on Faust. Where
applicable, we compute the mean squared error (MSE) be-
tween each method’s outputs and the ground truth registra-
tion of FAUST. We compute the reconstruction errors be-
tween the outputs of the methods and the original scans.

using the varifold metric introduced above. As our method
minimizes this distance during the registration process, we
include two additional metrics to avoid bias: the widely
used Hausdorff distance, which provides a good insight for
the quality of a mesh reconstruction, but can be sensitive to
single outliers present in low quality scans and the Chamfer
distance [17, 21], which is more robust to such outliers.

In our first experiment – latent code retrieval – we will
in addition evaluate the quality of the obtained point corre-
spondences – in this section we use data with given ground
truth point correspondences. Therefore we will compute
the mean squared error of the each method to the ground
truth registrations of the testing set. Unfortunately, one
method (LIMP) does not return the same mesh structure as
the ground truth registrations and thus we could not com-
pare it this way. For a detailed description of all these eval-
uation metrics we refer to the supplementary material.

4.3. Mesh Invariant Latent Code Retrieval

Given a scan, q1 with arbitrary mesh structure, we re-
trieve the latent code of the shape class of q1 by performing
a relaxed geodesic matching problem between q and q1 with
T time steps. This produces a geodesic path from the tem-
plate to the shape class of the target mesh, thus the endpoint
αT is the latent code of the shape class of q1.

To demonstrate the effectiveness of our mesh latent code
retrieval algorithm we test on the 90 meshes from the unreg-
istered FAUST dataset (recall that this dataset was not con-
tained in the training process). In this experiment, we con-
struct latent code representations with BaRe-ESA, LIMP,
3D-Coded, and ARAPreg and measure the distance from
the reconstructed meshes to the original scans using the
evaluation methods outlined in Section 4.2. In Figure 2 we
present a qualitative comparison of the obtained results. A
quantitative comparison of the performance of the different
methods is presented in Table 1 where we demonstrate that
BaRe-ESA significantly outperforms the mesh autoencoder
methods with respect to the registration and reconstruction
evaluation metrics. In the supplementary material we also
discuss the computational cost of our method.
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Interpolation Extrapolation
Hausdorff Chamfer Varifold Hausdorff Chamfer Varifold

LIMP ARAPReg BaRe-ESA LIMP ARAPReg BaRe-ESA LIMP ARAPReg BaRe-ESA LIMP ARAPReg BaRe-ESA LIMP ARAPReg BaRe-ESA LIMP ARAPReg BaRe-ESA
punching 0.13 0.12 0.081 0.029 0.020 0.04 0.060 0.034 0.022 0.140 0.368 0.102 0.030 0.112 0.085 0.066 0.097 0.025

running on spot 0.28 0.14 0.076 0.112 0.080 0.069 0.072 0.052 0.025 0.287 0.309 0.152 0.11 0.177 0.125 0.071 0.079 0.027
running on spot b 0.20 0.13 0.082 0.125 0.101 0.045 0.068 0.040 0.025 0.264 0.415 0.222 0.138 0.179 0.116 0.071 0.083 0.027

shake arms 0.34 0.33 0.078 0.063 0.049 0.076 0.061 0.031 0.025 0.410 0.832 0.273 0.080 0.283 0.171 0.066 0.083 0.027
chicken wings 0.18 0.15 0.093 0.101 0.083 0.04 0.062 0.029 0.016 0.182 0.395 0.092 0.11 0.189 0.092 0.072 0.081 0.018

knees 0.060 0.35 0.051 0.182 0.266 0.036 0.097 0.066 0.016 1.13 0.282 0.104 0.23 0.205 0.081 0.321 0.072 0.016
knees b 0.52 0.054 0.084 0.168 0.107 0.029 0.067 0.019 0.016 0.489 0.319 0.244 0.17 0.215 0.065 0.066 0.071 0.017

jumping jacks 0.12 0.32 0.046 0.074 0.054 0.014 0.070 0.044 0.015 0.195 0.645 0.091 0.076 0.302 0.072 0.068 0.086 0.027
jumping jacks b 0.40 0.11 0.062 0.111 0.086 0.009 0.076 0.030 0.025 0.492 0.570 0.122 0.12 0.324 0.061 0.10 0.083 0.029

one leg jump 0.16 0.062 0.07 0.138 0.109 0.067 0.068 0.025 0.024 0.175 0.363 0.167 0.143 0.249 0.136 0.069 0.078 0.025
mean 0.30 0.19 0.072 0.106 0.097 0.042 0.070 0.039 0.020 0.391 0.452 0.157 0.118 0.214 0.100 0.103 0.082 0.023

Table 2: Full interpolation and extrapolation comparison on 10 D-FAUST sequences. The Hausdorff, Chamfer and varifold
distance are computed against ground truth sequences.

BaRe-ESA

LIMP

ARAPReg

3D-Coded

GROUND
TRUTH

Figure 2: Registration of five elements of FAUST using
three methods trained on D-FAUST. Both LIMP and ARA-
Preg fail to generalize to the new data and do not represent
the ground truth in certain examples. BaRe-ESA consis-
tently produces a decent representation in all examples, with
a failure case displayed in the last column.

4.4. Interpolation

Next we turn our attention to the interpolation problem,
i.e., the task of constructing a deformation between two
different human body poses, that follows a “realistic” mo-
tion pattern. In our Riemannian setup, as described pre-
viously, this corresponds to solving the geodesic boundary
value problem, i.e., we need to minimize the discrete energy
given in (1). We use the start and end point of our 10 test
mini-sequences as the input for our interpolation problem.
This allows us to compare the obtained results to the full

BaRe-ESA

LIMP

ARAPreg

GROUND
TRUTH

Source Interpolation Target

Figure 3: Interpolation results comparison between our
method, LIMP, ARAPReg and the Ground Truth from D-
FAUST. While the path produced by LIMP does not prop-
erly register the endpoints and the path produced by ARA-
Preg does not stay in the space of human bodies, BaRe-ESA
successfully produces a path of human shapes whose end-
points match the source and target shapes.

mini-sequences, seen as a ground truth motion (see the sup-
plementary material for their corresponding animations). In
Figure 3, we compare the results of our method, ARAPReg,
and LIMP with the ground truth for one mini-sequence. Our
method is successful at recovering the latent codes that rep-
resent the endpoints and producing interpolations that re-
main in the space of human shapes. We further perform a
quantitative comparison of the methods by measuring the
distance to the ground-truth sequences at each break point
with respect to the evaluation metrics given in Section 4.2;
these results are displayed in Table 2. One can clearly ob-
serve that our method again outperforms the other methods
both qualitatively and quantitatively.
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BaRe-ESA

LIMP

ARAPreg

GROUND
TRUTH

Input Extrapolation

Figure 4: Extrapolation results comparison between our
method, LIMP, ARAPReg and D-FAUST Ground Truth.
While all methods capture the primary motion of lifting a
leg, the extrapolations of LIMP and ARAPreg include ex-
traneous motions of arms and slight changes in body type.

4.5. Extrapolation

In the following we consider the shape extrapolation
problem, i.e., the task of predicting the future movement
given a body shape and an initial movement (deformation).
In our Riemannian setting this corresponds to solving the
geodesic initial value problem using the method outlined in
Section 3. From each of the 10 mini-sequences in our test-
ing set, we recover the latent codes of the first two meshes
in the sequence and then use the first latent code and the dif-
ference of the codes as input to our method. In Figure 4, we
display the results of our extrapolation method, the extrap-
olations computed using LIMP and ARAPreg, and the orig-
inal sequence (see the supplementary material for their cor-
responding animations). Our method is successful at pro-
ducing extrapolations that capture the correct motion of the
mesh without any extraneous motions that stay in space of
human bodies. As with the interpolation comparison, we
measure the distance to the ground-truth sequences at each
break point and display the results of the quantitative com-
parison in Table 2. Similar as in the previous experiments,
our method significantly outperforms the other methods.

4.6. Pose and Shape Disentanglement

By the construction of our basis, the first 130 dimensions
of our latent space represent the body pose and the remain-
ing 40 dimensions represent the body shape. Thus, our la-
tent codes can be decomposed into coefficients that repre-

Figure 5: Motion Transfer: We display the original motion
in the top row and the transfer of the motion to the target
shapes in the second and third row.

Figure 6: 13 random shapes generated using a Gaussian
mixture model on the space of initial velocities.

sent a change in body type and coefficients that represent
a change in body pose. As a result, our framework is able
to perform instant motion transfer: once a motion is repre-
sented as a sequence of latent codes we simply replace the
shape coefficients of each element of the sequence with the
shape coefficients of the target shape. An example of this
method in action is displayed in Figure 5.

4.7. Random Shape Generation

Another possible application of our framework is ran-
dom shape generation. The idea is to use a data driven dis-
tribution on the human shape tangent space. Therefore we
first perform latent code retrieval on a subset of D-FAUST.
We then compute, the initial tangent vector of each of these
paths in the latent space, separated in pose and shape com-
ponents. For each of these collections of tangent vectors,
we fit a Gaussian mixture model, which is popular to gen-
erate human shapes [9, 37]. We used 10 and 6 components
respectively, which proved to be sufficient to get visually
satisfying random shapes. The generation process consists
in sampling a pose and shape vector in the tangent space and
to solve the corresponding geodesic initial value problem
from the template in the direction of the generated vector.
We display a selection of 13 generated shapes in Figure 6.

5. Conclusions, Limitations and Future work
In this paper, we proposed a novel framework for 3D hu-

man shape interpolation, extrapolation and generation, that
relies on learning deformation bases for body type and body
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pose changes combined with the use of a particular Rieman-
nian structure on the latent space. Importantly, our method
does not require surfaces to have consistent meshes and ver-
tex correspondences and performs well even in the presence
of imaging noise such as meshes with holes and/or missing
parts. We showcased the different advantages of the pro-
posed framework, in particular over recent deep learning
approaches, for recovering and generating meaningful body
shape trajectories. We point out, however, that this comes
at the price of solving optimization problems to estimate
interpolated or extrapolated geodesic paths for our metric.
One possible way around this would be to train neural net-
works in a supervised setting to approximate solutions of
those problems, which we leave as a subject of future in-
vestigation. Another potential limitation of the proposed
framework is the need for sufficiently rich training data: in
the current implementation we used the D-FAUST dataset
for the generation of our motion and pose bases. In this
dataset there is, however, only very limited movement of
the fingers/hands present and consequently our motion ba-
sis in not able to faithfully represent such a movement. In
future work we plan to use additional datasets for the gener-
ation of the bases, which in turn will allow us to get a more
complete representation of all possible movements.

Finally we mention a simple and yet potentially relevant
extension of our model, namely to introduce two distinct
Sobolev Riemannian metrics on the shape change and the
motion change deformation fields. This comes with the idea
of adapting the metric to the different nature of those defor-
mations, and thus even better disentangling these quantities.
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tation of nonoriented shapes for diffeomorphic registration.
SIAM journal on Imaging Sciences, 6(4):2547–2580, 2013.
3

[15] Luca Cosmo, Antonio Norelli, Oshri Halimi, Ron Kimmel,
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