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Abstract

Depth-aware panoptic segmentation is an emerging
topic in computer vision which combines semantic and ge-
ometric understanding for more robust scene interpreta-
tion. Recent works pursue unified frameworks to tackle this
challenge but mostly still treat it as two individual learn-
ing tasks, which limits their potential for exploring cross-
domain information. We propose a deeply unified frame-
work for depth-aware panoptic segmentation, which per-
forms joint segmentation and depth estimation both in a per-
segment manner with identical object queries. To narrow
the gap between the two tasks, we further design a geomet-
ric query enhancement method, which is able to integrate
scene geometry into object queries using latent represen-
tations. In addition, we propose a bi-directional guidance
learning approach to facilitate cross-task feature learning
by taking advantage of their mutual relations. Our method
sets the new state of the art for depth-aware panoptic seg-
mentation on both Cityscapes-DVPS and SemKITTI-DVPS
datasets. Moreover, our guidance learning approach is
shown to deliver performance improvement even under in-
complete supervision labels. Code and models are avail-
able at https://github.com/jwh97nn/DeepDPS.

1. Introduction

Scene understanding plays a crucial role in autonomous
driving perception systems, but relying solely on 2D repre-
sentations falls short for advanced systems. To address this
limitation, Depth-aware Panoptic Segmentation (DPS) [44]
has been proposed as a novel approach for geometric scene
understanding, which enables the creation of 3D instance-
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Figure 1: Pipeline comparison of prior work [55] (left) and
ours (right). We integrate unified queries with geometric
enhancement and mutual learning from cross-modality su-
pervision, towards a deeper unified manner.

level semantic labels from a single image by means of in-
verse projection. More precisely, the simplified problem
can be decomposed into two sub-tasks: panoptic segmenta-
tion and monocular depth estimation.

Early methods [44, 46] tackle this task by simply attach-
ing a dense depth prediction head on top of the off-the-shelf
panoptic segmentation model [7]. However, these meth-
ods are intuitively sub-optimal, because the separate task-
oriented head design treats these two sub-tasks indepen-
dently and ignores their mutual relation. Recent methods
[40, 55] propose unified architectures that output both pre-
dictions in the same instance-wise manner, and utilize cor-
responding task-specific kernels (or queries) to jointly pro-
duce masks and depth maps for individual instances, which
leverages the mutual benefits between semantic and depth
information (shown in Fig. 1 left).

Despite recent efforts to unify the two sub-tasks, their
learning processes remain largely separate. Specifically,
they employ task-specific loss functions to guide individual
predictions, which overlook the potential benefits of cross-
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domain knowledge learning. While some attempts [16, 23]
have been done to learn depth representations from seman-
tic segmentation implicitly, the reciprocal relationship be-
tween the two tasks remains largely unexplored.

In this study, we introduce a new deeply unified frame-
work for depth-aware panoptic segmentation, which lever-
ages cross-modality knowledge not only at the architectural
level but also during the learning phase. Rather than using
separate queries for each task, we employ unified queries
followed by geometry enhancement with latent represen-
tations. Furthermore, we design a bi-directional guidance
learning approach to optimize multi-task feature learning,
which can better leverage their interdependence by using
the supervision of one to guide the other.

We propose a deeply unified encoder-decoder architec-
ture, which performs joint panoptic segmentation and depth
estimation in a per-segment manner with identical queries.
We first generate instance-specific masks using unified per-
segment queries, and enhance the queries with intermedi-
ate depth features as well as learned latent representations
to integrate scene geometry, via the proposed Geometric
Query Enhancement (Fig. 3). Subsequently, we predict
depth maps from each enhanced query via a dot product
with the depth embedding, and apply corresponding mask
predictions to produce instance-wise depth predictions. To
account for low-confidence filtering, which causes imper-
fect masks or blank segments, we introduce an extra backup
query to cover up these regions.

Moreover, we present a novel approach to leverage
cross-modality knowledge by refining intermediate feature
representations through Bi-directional Guidance Learning.
Our approach is based on the intuition that pixels crossing
the semantic boundary are more likely to have a significant
difference in depth and vice versa. To this end, we pro-
pose Semantic-to-Depth guidance to optimize relative depth
feature distances using contrastive learning, and Depth-to-
Semantic guidance to synchronize semantic feature conti-
nuity with depth annotations. The combination of both
guidance mechanisms enables us to exploit their deeply-
coupled relations and promote a more mutually-beneficial
learning process.

Our method makes the following contributions:

1. We propose a new deeply unified architecture for
depth-aware panoptic segmentation, which tackles
both sub-tasks in a per-segment manner, by integrat-
ing scene geometry into unified queries with geometry
enhancement.

2. We propose a new training method that refines
both intermediate features simultaneously through bi-
directional guidance learning, leveraging their mutual
relations and boosting performance under incomplete
supervision.

3. Extensive experiments on Cityscapes-DVPS [44] and

SemKITTI-DVPS [44] demonstrate the effectiveness
of our proposed method, leading to state-of-the-art per-
formance on depth-aware panoptic segmentation and
individual sub-tasks.

2. Related Works

2.1. Panoptic Segmentation

Early methods for panoptic segmentation [27] usually
employ a two-stage (or proposal-based) approach [18, 29,

, 35, 51, 59], which generates instance-level segmenta-
tion based on region proposals, followed by post-processing
fusion [26, 27] to obtain the final panoptic segmentation re-
sults. Instead, bottom-up (or box-free) approaches attempt
to group pixels to generate instance masks on top of seman-
tic segmentation results. For example, DeeperLab [53] pro-
poses to reformulate panoptic segmentation task into key-
point and multi-range offset heatmap predictions, with a fu-
sion process followed by [42]. Panoptic-DeepLab [7] and
its variants [5, 47] predict class-agnostic instance centers,
together with pixel-level offsets to the corresponding cen-
ter. More recently, unified architectures have been pro-
posed and adopted by many studies, which surpass pre-
vious single-stage methods while avoiding complex post-
processing. Panoptic FCN [33] encodes each instance or
stuff into a specific kernel, achieving instance-aware and se-
mantically consistent representations. K-Net [57] proposes
a kernel update strategy to iteratively refine the kernels and
mask predictions. MaskFormer [9] and Mask2Former [§]
reformulate the segmentation task into mask classification,
and use the DETR-like [3] architecture to predict a set of
binary masks from learned object queries. When extending
the unified framework to the video level, [25] and [21] in-
corporated a memory token to enable communication across
multi-frame features. Inspired by these works, we extend
the unified architecture to perform instance-level depth esti-
mation together with panoptic segmentation, by incorporat-
ing both features through the learned latent representation
and leveraging their mutual relations.

2.2. Monocular Depth Estimation

The estimation of depth from a single image is a chal-
lenging problem in 3D computer vision. Eigen ef al.[12]
proposes the first learning-based method, which uses multi-
scale CNNss to predict depth maps directly. Follow-up meth-
ods exploit more powerful network architectures [2, 28,

, 45] or reformulate the task as a classification problem
and predict a fixed [14] or adaptive [2, 34] range for each
pixel. Other methods perform multi-task learning (e.g. sur-
face normal [30, 54] and semantic labels [11, 20]) to en-
hance depth predictions. Among them, SDC-Depth [49]
decomposes the global depth prediction task into a series
of category-specific ones, with the help of off-the-shelf seg-

4112



Transformer Decoder

Per-segment Query

Per-segment Query

ooogd

Semantic

L

0
0
Epizel O

Class

® II } Panoptic Segmentation
- ‘

Per-segment Mask

Latent

Feature q
—
i
.
GT
Backbone Bl-d}rectmn
Guidance
e s
'
Depth "Fff,—*’ ' or
Feature | f
> :
'
N : Geometry-Enhanced
: Query
!

Representation

= O
R \—‘ Geometric Query ]
Enhancement O

(]

. T Y

Depth Estimation
Per-segment Depth

Figure 2: Architecture Overview. We learn unified per-segment queries X! and obtain geometry enhanced queries X}, by
incorporating multi-scaled depth features F,; and learned latent representations R through Geometry Query Enhancement.
We introduce a Bi-directional Guidance Learning to refine both features with cross modality supervisions, which includes

Semantic-to-Depth (

mentation module. Our approach to depth estimation also
involves predicting instance-wise depth maps. In contrast,
this is achieved through a unified model that generates both
instance masks and depth maps, and is further boosted from
mutual learning between modalities.

2.3. Depth-aware Panoptic Segmentation

The task of combining panoptic segmentation and
monocular depth estimation was initially proposed in [44],
but numerous studies have examined the relationship be-
tween these two tasks prior. Earlier approaches have viewed
this as a multi-task learning problem, typically utilizing a
multi-branch model for simultaneous prediction and lever-
aging both supervisions for training [38, 52, 58]. Subse-
quent studies [16, 23, 60] have focused on improving the
performance of one single task by exploiting information
from the other. For instance, Guizilini ef al. [16] propose to
use pre-trained segmentation networks to guide depth rep-
resentation learning. Jung et al. [23] present a novel train-
ing method that exploits semantics-guided local geometry
to optimize intermediate depth representations.

More recently, there have been efforts to explore joint
learning of both sub-tasks in a unified manner. MGNet
[46] proposes a multi-task framework for monocular geo-
metric scene understanding, which produces dense 3D point
clouds with instance-aware semantic labels. ViP-DeepLab
[44] extends Panoptic-DeepLab [7] with an additional depth
prediction head and introduces two datasets, along with an
evaluation metric for the new task. PanopticDepth [40] and
PolyphonicFormer [55] propose unified architectures lever-
aging dynamic instance-specific kernels and query-based
learning, respectively, to produce instance-level predictions.
Our approach has a unique advantage compared to previ-

) and Depth-to-Semantic (

) guidance. ® denotes dot product.

ous works as it implicitly guides the learning of interme-
diate features through cross-modality supervision, and uti-
lizes their mutual relations.

3. Methods

We present a unified framework for depth-aware panop-
tic segmentation where the panoptic segmentation and
depth prediction are deeply unified through the learned la-
tent representation. To further improve the joint learning
of these two sub-tasks, we propose a bi-directional guided
contrast learning approach that leverages cross-modality
knowledge for more effective feature learning.

3.1. Network Architecture

As shown in Fig. 2, our architecture is designed as an
encoder-decoder structure with a shared encoder and two
task-specific decoders. The shared backbone extracts low-
resolution features, and then two separate decoders gradu-
ally upsample features to generate semantic and depth fea-
ture pyramid, denoted as F and JF, respectively, with res-
olutions of x1/8, x1/16 and x1/32. Additionally, it in-
cludes x1/4 pixel embedding &z and depth embedding
Edeptn- For panoptic segmentation, we adopt the mask clas-
sification idea [9] due to its efficacy. Specifically, we uti-
lize a Transformer Decoder with [ = 9 layers to process
per-segment queries, where the input queries are sequen-
tially interacted with the multi-scale semantic feature pyra-
mid through masked attention [8], giving rise to the output
unified per-segment queries X'. A multi-layer perceptron
(MLP) followed by a Softmax layer is applied to the pro-
cessed queries to generate the classification probability of
all the segments. Meanwhile, the binary mask prediction
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Figure 3: Geometry Query Enhancement with learned Latent Representations. We enhance per-segment queries with
geometry information by operating masked cross-attentions and self-attentions alternatively, and set an extra backup query
to cover up filtered-out regions in post-processing for better depth maps.

is conducted through a dot product between the processed
queries and pixel embedding, i.e., M = o(MLP(X!) ®
Epizer) With ¢ indicating the Sigmoid activation.

3.1.1 Per-Segment Depth Estimation

We perform per-segment depth prediction in a similar way
as the above panoptic segmentation process, allowing for
a unified pipeline of both tasks. To further bridge the
gap between the two tasks, we propose a geometric query
enhancement module to incorporate geometry information
into the unified per-segment queries.

Geometric Query Enhancement. Instead of learning
separate queries for different sub-tasks and linking them to-
gether as done in [55], we manage to use unified queries and
enhance them with geometry information, towards a deeply
unified architecture. Inspired by [17] and [22], we introduce
a fixed-size latent representation (initialized as R°) to cap-
ture the global scene geometry, which serves as a middle-
ware to communicate with per-segment queries and multi-
scale depth features, as shown in Fig. 3. We first perform
cross-attention between the masked depth features and the
latent representation to project the geometry knowledge into
the compressed latent space. To focus only on the regions of
interest, we incorporate mask predictions from the segmen-
tation branch, which results in faster convergence as shown
in [8]. Next, we apply self-attention in the latent space to
update the latent representation R'. Finally, cross-attention
is performed between the original per-segment queries X/
and the updated latent representation R' to generate the cor-
responding geometry-enhanced queries X!. In this way,
each geometry-enhanced query is refined by the depth fea-
tures to produce consistent per-segment depth maps.

Depth Map Aggregation. Similar to mask predictions,
we generate per-segment depth maps via dot product be-
tween the processed geometry-enhanced queries Xé and

depth embedding Egeprn € RO T X7, as

d= Dma:r X U(il)(Xé) ® gdepth)a (1)

where o and v denote the Sigmoid activation and feed-
forward network (FFN) respectively, and D, is the max
distance which is set to 80 in all experiments. The final
depth map can be obtained by aggregating the per-segment
depth according to the segmentation masks

D(u,v) = Z di(u,v) - 1[M;(u,v) > 0.5], (2)
ieH

where M; denotes i-th segmentation mask, 1[-] denotes the
indicator function, (u,v) represents the spatial coordinate,
and H only contains query ids with high-confidence seg-
mentation masks'.

Backup Query. In order to reduce the false positive rates
in panoptic segmentation, low-confidence mask predictions
are filtered out [9], but this may lead to blank segments
in depth estimation. Therefore, we introduce a backup
query that produces a global depth map to address this is-
sue. Similar to the latent representations, the backup query
uses cross-attention to update itself by querying multi-scale
depth features, but without mask constraints, thereby en-
abling it to perceive global geometry knowledge instead of
being limited to a specific region. The resulting depth val-
ues, computed from the dot product of the backup query and
the depth embedding Egept, can be utilized to supplement
blank regions. This simple idea not only enhances depth
estimation performance but also mitigates the impact of in-
accurate segmentation outcomes.

3.2. Bi-directional Guidance Learning

Based on the tight-coupled relationship between seman-
tic and geometry information, adjacent pixels that cross se-
mantic boundaries are more likely to have large differences
in depth, and vice versa. The cross-domain knowledge
learning has been employed in several methods [16, 23],
mainly by leveraging scene semantics to produce semanti-
cally consistent intermediate depth representations. How-
ever, these one-way methods only guide the learning of

'We follow the same post-processing as [$] to filter out mask predic-
tions with low confidence.
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Figure 4: Overview of Semantic-to-Depth Guidance. We
optimize relative depth feature distances following a max-
min strategy, inside each K x K local patch.

depth representations from semantic labels but not the other
way around. Therefore, we propose a bi-directional guid-
ance learning method to refine both semantic and depth rep-
resentations simultaneously, which not only boosts perfor-
mance on both sub-tasks but also achieves improvement un-
der incomplete supervision, where the ground truth for only
one task is available. The learning process occurs only dur-
ing training, and thus no additional computation is required
during inference.

3.2.1 Semantic-to-Depth Guidance

We use contrastive learning to refine depth representations,
which aims to minimize the feature distance between pix-
els within the same instance while maximizing those across
instance boundaries. This ensures that depth features are
more discriminating on boundary regions, consistent with
semantic information. Inspired by prior works [16, 23], we
constrain the learning process to local patches since pix-
els far away from each other may not meet the geometry
consistency assumption. In contrast to [23], we employ a
max-min strategy to enforce the maximum feature distance
within the same instance to be smaller than the minimum
distance of different instance, with only two pixels being
selected for contrastive learning (illustrated in Fig. 4).

First, we divide the panoptic labels into patches of size
K x K with a stride of 1, and select the center point of
each patch as the anchor point P;. Subsequently, we con-
sider points with the same panoptic label as the anchor point
to be positive points Pf , and all other points as negative
points P, . To exclude patches that do not contain instance
boundaries, we only select patches with |P; | > 0. We
define the maximum positive distance d,},,, and minimum
negative distance d,;  as the L2 distance of the normalized
depth feature, which are formulated as

d;mx(z) = maX(H]A:(li(l) - ﬁé(]+)||2)7 .7+ € ,Pj (3)
Ay () = min([| F5(6) = FA(G)2), 5~ € Py &)

where [ denotes the index of feature layer and F, denotes
the normalized depth features, i.e., F4 = Fy /|| Fal-

We aim to enforce the learning process towards the ob-
jective of df, .. (i) < d, .. (i), following the intuition that
the maximum depth difference within an instance is likely
to be smaller than the minimum depth difference across the
boundary of the instance region. Our semantic guidance
loss embodies the above intuition and adopts the following

triplet-based form [48]:
1 I .
‘CSQ = N zl: max(O, o+ dmaa;(z) - dmin@))? (5)

where « is a gap parameter that regularizes the margin be-
tween the two distances, ¢ only includes patches that contain
boundaries, and NNV is the number of such patches. The final
semantic guidance loss is averaged across multiple layers.

3.2.2 Depth-to-Semantic Guidance

Following a similar idea, we in turn use depth supervi-
sion to guide the learning of semantic representations. Un-
like panoptic labels, depth annotations cannot be simply
grouped into different segments. Hence, we aim to en-
force the continuity consistency between the depth super-
vision and intermediate semantic feature representations,
based on the observation that pixels with continuously vary-
ing depth values are usually located within the same in-
stance, while dramatic discontinuity usually occurs around
instance boundaries. Considering the local geometry con-
sistency, we restrict the learning process to local patches
as well and choose the same patch size K as the semantic
guidance learning.

Inside each patch, we choose the center pixel ¢ as the
reference pixel and all the rest as neighboring pixels. Then
we calculate, for each neighboring pixel j, its relative depth
distance and semantic feature distance from the reference
pixel. The depth guidance loss is defined as

o 1 Ndi—dill /e I\ Fs— T
Edg(l7]):_ﬁzze ldi—d;ll/ e |Fi=Fjll2 (©6)
i

where d and F denote the groundtruth depth and semantic
features, respectively, and 7 is the scaling factor to balance
the difference in magnitude between two distances, which
is set to 10 throughout the experiment. ¢ and j only contain
pixels whose depth annotations are available, and NN is the
number of available patches. The final depth guidance loss
is also averaged across multiple layers.

3.3. Losses

Following prior works [8, 9], we first find one-to-one
matching between per-segment queries and ground-truth
masks via bipartite matching, then adopt the same loss as
[8]: a cross-entropy classification loss L5, and a combina-
tion of binary cross-entropy loss and dice loss [39] for mask
predictions: L,qsk = Lece + Ladice-
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Cityscapes-DVPS | Backbone  Extra Data | A=0.5 H A =025 | A=0.1 | DPQ | FLOPs
PanopticDepth[40] ResNet-50 - 656 59.2 702 | 623 570 66.1 | 432 40.7 451|570 523 60.5| 619G
PolyphonicFormer[55] | ResNet-50x MV 643 56.0 703|597 533 644|393 31.8 447 | 544 470 598 -

Ours ResNet-50 - 69.3 614 75.0 | 668 59.1 724 | 528 469 571 |63.0 558 682 | 510G
ViP-DeepLabt[44] WR-41x MV,CSV | 68.7 614 740 | 66.5 604 710|505 458 539|619 559 663 | 4,725G
PolyphonicFormer[55] Swin-Bs MV 70.6 63.0 76.0 | 67.8 61.0 728 | 502 434 552|629 558 68.0| 837G
Ours Swin-B - 698 623 753 | 681 614 73.0 | 550 487 595|643 575 69.3 | 1,037G
SemKITTI-DVPS | Backbone  ExtraData | A=0.5 H A =025 | A=0.1 | DPQ | FLOPs
PanopticDepth[40] ResNet-50 - - - - - - - - - - 469 46.0 47.6 | 144G
PolyphonicFormer[55] | ResNet-50: MV 505 44.0 553|479 422 521|359 33.6 376|448 399 483 -

Ours ResNet-50 - 547 488 59.0 | 514 46,5 549 | 377 340 404 | 479 431 515 | 164G
ViP-DeepLabt[44] WR-41: MV,CSV | 547 464 60.6 | 52.0 44.8 573 | 40.0 34.7 43.8 | 489 420 53.9 | 1,133G
PolyphonicFormer[55] Swin-Bx MV 585 551 610|563 540 579|418 41.1 424|522 501 538 | 201G
Ours Swin-B - 59.7 571 61.5| 563 548 574|424 420 428 | 528 51.3 539 | 281G

Table 1: Depth-aware panoptic segmentation results on Cityscapes-DVPS and SemKITTI-DVPS. ‘MV’: Mapillary Vistas
[41]. “CSV’: Cityscapes videos with pseudo labels [4]. {: test-time augmentation. *: Recursive Feature Pyramid (RFP) [43].
Each cell shows DPQ/\ \DPQ’\—Thing |DPQ’\—Stuff, where A is the threshold of relative depth error.

As our geometry-enhanced queries correspond to per-
segment queries as well, the depth predictions are assigned
with the same matching results. We use the scale-invariant
loss [13], which is simple yet efficient, and formulated as

Laepth = %Zg? - %(Z )

where g; = logd; — log d; with the predicted depth d and
ground-truth depth d, and A is set to 0.85.
The total loss is the weighted sum of all loss terms, as

)

L= )\cls‘ccls + )\maskﬁmask + /\depth‘cdepth

)
+ )\sgﬁsg + Adg£dg7

where we use A\os = 2, Apask = 5, Adeptn = 2.5 and
Asg = Adg = 0.1 in our experiments.

4. Experiments
4.1. Datasets

Cityscapes-DVPS [44] is an extension of Cityscapes-
VPS [24] that includes depth annotations converted from
disparity maps using stereo images. It consists of 3,000 an-
notated frames, with 2,400, 300, and 300 frames in the train-
ing, validation, and test sets, respectively. The dataset main-
tains the same semantic classes as the original Cityscapes
[10] dataset, which include 8 thing and 11 stuff classes.

SemKITTI-DVPS [44] is derived from the odometry
split of the KITTI dataset [15]. The dataset includes 11
training sequences, 11 test sequences, and validation is per-
formed on sequence 08. Sparse semantic annotations are
obtained by projecting panoptic-labelled 3D point clouds
from SemanticKITTI [1] onto the image plane. The dataset
comprises 19,130 training images, 4,071 evaluation images,
and 4,342 test images.

4.2. Evaluation Metrics

We evaluate results using standard evaluation metrics,
with Panoptic Quality (PQ) [27] for panoptic segmenta-
tion and Depth-aware Panoptic Quality (DPQ) for depth-
aware panoptic segmentation introduced by [44]. Specifi-
cally, let P and @) be the prediction and ground-truth, we
use P and P? to denote segmentation and depth estimation
respectively, and the same notation also applies to ). Then,
DPQ" is defined as

DPQMNP,Q) = PQ(P*,Q),

where P* = P for pixels that have absolute relative depth
errors under the threshold A (i.e., |[P? — Q% < AQ?), and
other pixels will be assigned to void. DPQ” is evaluated
under three values of A = {0.1,0.25,0.5}, and averaged to
obtain the final DPQ.

4.3. Implementation

We use Detectron2 [50] to implement our model and fol-
low [8] to choose multi-scale deformable attention Trans-
former [61] as multi-scaled decoders. We adopt ResNet-
50 [19] and Swin-B [37] as the shared backbone, and do
not use extra datasets for pre-training or Recursive Feature
Pyramid (RFP) [43] to enhance the backbone, which differs
from prior methods [44, 55].

Following prior works [40, 55], the full training pro-
cess consists of two steps. First, we train the segmenta-
tion branch using panoptic labels only for 50 epochs. Then,
we finetune the entire model with both supervisions for
10 epochs. During the first step, we resize images with
a random scale from 0.5 to 2.0, followed by a fixed size
crop to 512 x 1024 and 384 x 1280 on Cityscapes-DVPS
and SemKITTI-DVPS, respectively. After the pre-training
phase, we use full-resolution for finetuning. Large-scale jit-
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Figure 5: Visualization results on Cityscapes-DVPS. Top row: unified architecture distinguishes boundaries for better depth
estimation. Bottom row: backup query alleviates the case of imperfect mask predictions.

Method | Backbone | Depth | PQ PQ™ PQ™
VPSNet [24] ResNet-50 65.0 - -
ViP-DeepLab [44] ResNet-50 v 60.6 - -
PanopticDepth[40] ResNet-50 v 669 60.1 719
PolyphonicFormer [55] | ResNet-50 v 65.4 - -
Ours ResNet-50 v 69.5 621 757

Table 2: Panoptic Segmentation results on Cityscapes-
DVPS validation set.

Method | absrel RMSElog | 0 <1.25 o <125% o<125°
DPT-Hybrid [45] 00697  0.1106 | 09434 09914 09976
PanopticDepth [40] 00711 01125 | 09359 09919 09982
PolyphonicFormer [55] | 0.0647 ~ 0.1013 | 09524 09950  0.9985
Ours 0.0597  0.0940 | 09616 09953  0.9988
Table 3: Monocular Depth Estimation results on

Cityscapes-DVPS validation set.

tering (LSJ) [36] and horizontal flipping are also employed
during training. Final predictions are obtained from a sin-
gle inference, while no test-time augmentation is employed.
More details are provided in supplementary material.

4.4. Main Results

Depth-aware Panoptic Segmentation. We evaluate our
model on two datasets, Cityscapes-DVPS and SemKITTI-
DVPS, and compare it with recent methods. Our method
achieves state-of-the-art results on both datasets as pre-
sented in Tab. 1. It is worth mentioning that we did not
employ any additional techniques, such as pre-training on
larger datasets [41], training with pseudo-labels [4], back-
bone enhancement [43], or test-time augmentation [44].

On Cityscapes-DVPS, our model achieves superior per-
formance compared to published methods that use larger
backbones (WR-41 [56] and Swin-B [37] with RFP [43])
despite using the less powerful ResNet-50 [19] backbone.
Although our model performs slightly worse than Poly-
phonicFormer [55] with Swin-B on DPQO'5, it demonstrates
significant improvement on DPQ’-!, indicating the better

Figure 6: Latent representation attention maps.

depth quality, especially on challenging thresholds.

Learning on SemKITTI-DVPS is more challenging, be-
cause both ground-truths are sparse, leading to much fewer
available training pixels. Tab. 1 reports our DPQ result
on SemKITTI-DVPS validation set, and we outperform all
state-of-the-art methods under the same backbone.

Individual Sub-tasks. We have evaluated our model on
two individual sub-tasks and presented the results in tables
Tab. 2 and Tab. 3. Our approach outperforms state-of-the-
art methods on both sub-tasks, indicating that the unified
architecture and cross-modality learning process are advan-
tageous for both sub-tasks.

Visualization Results. The panoptic segmentation and
depth estimation results on Cityscapes-DVPS are visual-
ized in Fig. 5. The top row shows the benefit of the uni-
fied framework, which improves depth results with clearer
boundaries, especially on small objects (e.g., bicycle in the
distance). The bottom row shows that the backup query
could provide smoother depth values in blank mask regions,
caused by imperfect mask predictions.

In addition, we choose 5 latent representation indices and
visualize their attention maps in Fig. 6. We discover that
certain latent representations specialize in various instances
such as roads (bottom left), cars and buses (middle column),
as well as different distance ranges (right cloumn). More
visualization results are available in the supplementary ma-
terials.
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Variants ‘ Instance-wise Backup Query S.Guidance D.Guidance ‘ A=05 A=025 A=0.1

DPQ ‘ PQ1 absrel | ‘ #comp.

A

B v

C v v

D v v v

E v v v v

68.5 64.3 48.3 60.3 | 69.0 0.087 - 8.6%
68.7 66.0 51.8 62.1 | 68.9 0.068 -
68.9 66.5 51.9 624 | 69.0 0.065 +4.2%
69.3 67.1 51.9 62.8 | 69.5 0.064 | +17.8%
69.3 66.8 52.8 63.0 | 69.5 0.063 | +19.1%

Table 4: Ablation studies on Cityscapes-DVPS. ‘Instance-wise’: unified architecture instead of attaching a depth regression
head to the baseline model. ‘S/D.Guidance’: Semantic-to-Depth/Depth-to-Semantic Guidance Learning.

| A=05 A=025 A=0.1 DPQ|PQ? absrell

Full-supervision 67.6 65.2 42.7 58.5 | 67.8 0.112

Semi-supervision 66.1 63.3 37.9 55.8 | 66.4 0.140

+ depth guidance 67.0 64.5 392 56.9 | 67.1 0.131

+ semantic guidance 66.6 64.7 41.7 57.7 | 66.7 0.122

+ both guidance 67.1 65.0 412 57.8 | 674 0.126
Table 5: Effect of Bi-directional Guidance Learning.

‘Semi-supervision’: incomplete ground-truth labels.

4.5. Ablation Studies

Depth-aware Panoptic Segmentation. To demonstrate
the advantages of our proposed architecture and learning
method, we conducted ablation studies on the Cityscapes-
DVPS dataset in Tab. 4, with ResNet-50 backbone and full
resolution images. Our baseline model, Variant-A, sim-
ply adds an additional CNN depth regression head to the
segmentation branch. By replacing the basic depth head
with the proposed instance-wise depth decoder, our model
achieves a 1.8% improvement, and Backup Query further
enhances it by 0.3%. Interestingly, we observed that the
guidance learning process not only facilitates cross-domain
feature learning but also benefits itself. We speculate that
the self-improvement stems from the joint-learning frame-
work, where both queries communicate with each other
through intermediate latent representations. We also pro-
vide analysis of computation costs associated with different
components (#comp. in Tab. 4), and found that less than
20% extra training cost brings boosting performance.

Another notable advantage we have observed over the
previous method [44] is that, hyper-parameters have a lim-
ited effect on the final performance, which is consistent with
the findings in [55], thanks to the unified framework. There-
fore, we keep most hyper-parameters the same as in previ-
ous works (e.g., segmentation loss weights [8], gap param-
eter o and patch size K [23]). More hyper-parameter abla-
tions can be found in supplementary.

Bi-directional Guidance Learning. To further demon-
strate the effectiveness of the proposed bi-directional learn-
ing method, we conduct extra experiments by simulating
training with incomplete supervision labels. We separate
the full training data into three subsets, where the first sub-
set only contains panoptic labels, the second subset only

| A=05 A=025 A=0.1 DPQ|PQf absrell

w/o guidance 67.5 63.9 41.2 57.5 | 67.7 0.132
SGT [23] 67.5 64.0 42.5 58.0 | 68.0 0.120
ours S.Guide 67.5 64.3 4.9 58.2 | 68.1 0.117
DGS 67.6 64.2 42.3 58.0 | 68.3 0.129
ours D.Guide 67.7 64.3 42.6 58.2 | 68.5 0.126

Table 6: Ablation studies on choices of Bi-directional Guid-
ance Learning losses.

[ A=05 XA=025 A=0.1 DPQ |PQ? absrel]

Single query 65.8 59.3 34.8 53.3 | 664 0.163
Double latent 67.4 64.3 40.4 574 | 67.8 0.119
Query Linking [55] 67.5 63.9 41.2 575 | 67.8 0.123
Latent representation 67.6 65.2 42.7 58.5 | 67.8 0.112

Table 7: Effect of Geometric Query Enhancement.

contains depth annotations, and the last one keeps both
annotations unchanged. All experiments are trained on
512 x 1024 images using ResNet-50 backbone. As shown
in Tab. 5, we find that training with incomplete supervision
leads to dramatic performance drops (-3.3%) on DPQ and
both sub-tasks as well. Introducing the proposed guidance
loss terms during training results in performance boosts and
achieves minimum performance gap with full supervision
using bi-directional guidance.

We additionally show comparisons of different forms
of guidance loss design in Tab. 6. “SGT” refers to
semantic-guided triplet loss proposed in [23], and “DGS”
refers to disparity-guided smoothness, which regularizes
the smoothness of semantic features based on disparity gra-
dients (vertically and horizontally), modified from [6]. We
find that any implementation of such guidance learning is
beneficial, and experimentally choose the best one. The re-
sult also indicates that the idea of bi-directional guidance
learning is more important than the loss design choice.

Geometric Query Enhancement. We conduct sev-
eral experiments to generate queries for depth estimation
and show results in Tab. 7. “Single query” denotes using
the same per-segment queries to incorporate both features.
“Double latent” denotes adding an extra latent representa-
tion for semantic features. “Query Linking” denotes the
method in [55], which adopts grouping to select salient fea-
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tures followed by query update and reasoning. We found the
geometric-enhanced queries with learned latent representa-
tions achieve the best performance among all alternatives.

4.6. Limitations

As shown in Fig. 5, inaccurate mask predictions affect
the quality of the depth map, making decent pre-training for
segmentation necessary for follow-up depth learning. This
suggests that the model may not generalize well to other
scenes with unseen objects. In the future, we hope to ad-
dress the above limitations and improve the model towards
the goal of a fully unified framework.

5. Conclusion

We present a deeply unified framework for depth-aware

panoptic segmentation at both the architectural and learning
levels, exploiting the natural correlation between these two
sub-tasks. By leveraging cross-modality guidance learn-
ing, the intermediate feature representations not only benefit
from each other but also from themselves in turn. With the
above contributions, the proposed method achieves state-
of-the-art results on two datasets and shows promise in im-
proving performance even with incomplete supervision la-
bels. We hope our approach will inspire future researches
in geometric scene understanding.
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