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Abstract

Instance segmentation requires labor-intensive manual
labeling of the contours of complex objects in images for
training. The labels can also be provided incrementally
in practice to balance the human labor in different time
steps. However, research on incremental learning for in-
stance segmentation with only weak labels is still lacking. In
this paper, we propose a continual-learning method to seg-
ment object instances from image-level labels. Unlike most
weakly-supervised instance segmentation (WSIS) which re-
lies on traditional object proposals, we transfer the seman-
tic knowledge from weakly-supervised semantic segmenta-
tion (WSSS) to WSIS to generate instance cues. To ad-
dress the background shift problem in continual learning,
we employ the old class segmentation results generated by
the previous model to provide more reliable semantic and
peak hypotheses. To our knowledge, this is the first work
on weakly-supervised continual learning for instance seg-
mentation of images. Experimental results show that our
method can achieve better performance on Pascal VOC and
COCO datasets under various incremental settings1.

1. Introduction
Continual learning (CL) aims to continually learn from

data provided in sequential sessions while avoiding catas-
trophic forgetting [37, 19]. It has gained significant atten-
tion since incrementally learning a model is useful in many
applications. CL has two main scenarios. The first, task-
incremental CL [33, 54], assumes that we know the task in-
dices of the input data during inference. The second, class-
incremental CL [5, 45, 44, 59], assumes that the task index
is inaccessible for inference and we aim to classify the data
labels of all seen tasks, which is more generally applicable.

*corresponding author.
1https://github.com/AI-Application-and-Integration-Lab/CL4WSIS
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Figure 1. Our weakly-supervised incremental learning model. As-
suming “horse” is the old class and “person” is the current during
CL, our model leverages semantic knowledge yielded by CL for
WSSS to produce synthetic center and offset labels for the current
person class. Semantic-aware selective distillation is employed to
preserve knowledge of the old horse class to achieve CL for WSIS.

Based on the image labels, previous CL works mainly
devote to image classification of sequential tasks. In this
paper, we take a step forward in class-incremental CL and
learn instance segmentation (IS) models from the image
labels only. To learn an IS model, previous works often
need pixel-level boundary annotations of training objects.
Recently, methods that can learn instance segmenters in-
crementally are developed in CL [23, 10]. However, they
need expensive pixel-wise supervisions at each incremen-
tal learning step. Our approach, on the other hand, requires
only cheaper image-level labels that are easily available. To
our knowledge, this is the first CL study using weakly su-
pervised image labels for subsequent IS model learning.

On the other hand, IS has been studied for a long time
and has made significant progress [18, 8, 26, 29, 38]. Many
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Figure 2. An overview of our CL4WSIS framework. Our model employs an encoder-decoder structure. At the CL step t, the Decoder dt is
responsible for generating Synthetic Pixel-wise Labels, i.e. semantic, center and offset maps, for the current classes to guide the Segmenter
training. To learn with the Global Image Labels, our Decoder is combined with an Aggregator. Feature-level augmentation consistency
(FLAC) and random dropout (Randrop) are further employed to enhance the reliability of WSSS generated from the Decoder. We leverage
the instance cues from a Peak Generator (PG) in the Location Cue Extractor for synthetic center and offset maps for the current classes.
The knowledge is maintained by distilling the previous knowledge provided by the Previous-step Segmenter through a selective distillation
and also through feature distillation. The learned Segmenter is used for the current-step inference and preserved for CL in the next step.

IS models are trained on existing benchmark datasets with
pre-specified class labels. However, the learned model can
only be used in limited cases of segmenting objects of pre-
defined classes, but cannot handle new classes of objects.
The lack of class extensibility limits the use of models. A
promising approach to this problem is to enable the model
to continually learn from newly labeled images. In the
class-incremental setting, images collected in a new step
can be used to train the model incrementally, where training
data from previous steps cannot be used for learning in the
new step. This setup has several advantages. For example,
the training data in the previous steps may have to be pro-
tected and cannot be used in the next step. Joint training
data in all steps could also scale up learning and make com-
putational resources unaffordable. However, fine-tuning
from the previous-step model to the new-step model eas-
ily leads to catastrophic forgetting. Due to the newly added
classes, there is also a background shift problem where the
background defined in the previous step is not consistent
with the background in the new step images.

This paper aims to attain CL in a more effort-saving sce-
nario for IS, where our model learns to predict instance-
level segmentation using weakly supervised image labels.
We introduce an end-to-end incremental learning model. As
semantic segmentation can be generally seen as the union of
IS for each class, we upgrade semantic segmentation to IS,
as shown in Fig. 1. The model leverages a panoptic seg-
mentation architecture whose decoder can generate seman-
tic, instance center, and offset maps; the three maps can then
yield our IS outcome.

To estimate the pixel-level semantic labels from only the
image-level labels, it is observed that a single-round solu-

tion derived directly from the attention map is often insuffi-
cient for sophisticated boundary inference, and thus multi-
round training is suggested [2, 34]. Our approach uses an
attention mechanism leveraging the global image classifica-
tion labels to extract the per-pixel location cues, which then
helps synthesize the local labels for simultaneously train-
ing our Segmenter, as shown in Fig. 2. When training is
finished, only the Segmenter is used in the inference stage.

To continually update the model, the Segmenter learned
in previous step serves as a teacher for model distillation.
Given images of the current step, in addition to training
the Segmenter with the synthetic local labels of current
classes, the Segmenter also distills from the teacher which
provides the probability maps of old classes (Fig. 2). Hence,
the model simultaneously learns from both fully supervised
pixel-wise probability maps of the old classes and weakly
supervised image labels of the new classes. Our method
performs CL for WSSS at first and obtains a semantic map.
We then perform CL for WSIS (CL4WSIS) leveraging the
semantic map later. To handle the CL for WSSS, our learn-
ing mechanism addresses the background shift by an early
occupation of the highly confident old-class objects found
by the teacher model, and guides the seeking of new-class
objects in the remaining regions. We also introduce the aug-
mentation consistency and random dropout strategies to
enhance the WSSS learning performance. We develop a
peak generator to find more reliable location cues of the
instances. To further tackle the background shift, we intro-
duce a selective distillation strategy that learns the center
and offset maps of old classes depending on the intermedi-
ate semantic map. Characteristics of our method include:

• As far as we know, we have conducted the first study of
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the CL4WSIS problem.
• Our method integrates CL and semantic knowledge trans-
fer to IS. Not only can it outperform the previous incremen-
tal WSSS method, but it can further achieve IS effectively.

2. Related Work
We briefly review the related works including CL for IS,

WSIS, WSSS, WSOD, and weak shot learning.
Continual Learning for Instance Segmentation. Many
CL solutions are provided for image classification [41, 44,
52]. Despite recent progress in incremental semantic seg-
mentation [11, 12, 20, 49, 61, 62], CL methods in instance
segmentation (CLIS) are still underexplored. Besides the
well-known catastrophic forgetting, CLIS is faced with an-
other challenge, the background shift, which is caused by
the missing annotations of objects in the old and future
classes in the incremental learning step. To tackle the chal-
lenges, MTN [23] employs both the former and current
teachers to guide the current student via knowledge distilla-
tion (KD) [30]. The Mask R-CNN [26] based MMA [10] is
the most recent CLIS approach. It introduces unbiased KD
to explicitly handle background shift while incrementally
adapting the experiences. Both MTN and MMA require the
expensive pixel-wise supervision at each incremental learn-
ing step. Our approach, on the other hand, is supervised by
the image-level labels that are readily available.
Weakly-supervised Instance Segmentation. As collect-
ing pixel-wise mask annotations for IS is labor-intensive,
weakly-supervised IS (WSIS) based on image-level super-
vision [3, 1, 36, 46, 65] can greatly alleviate the human ef-
forts and has attracted more interest recently. One way to
obtain instance cues from image-level labels is via the Class
Activation Maps (CAMs) [48, 63] that provide rough object
regions per class. PRM [65] utilizes peaks detected from
CAMs to localize informative object regions and combines
with the object proposals provided by MCG [50] to extract
instance masks. To eliminate the need for proposal ap-
proaches, IRN [1] generates a displacement vector field and
a class boundary map for deriving pseudo instance labels.
Recently, BESTIE [36] proposes a peak attention module
(PAM) to enhance representative regions of objects for ob-
taining more accurate instance cues.
Weakly-supervised Semantic Segmentation. Many
WSSS approache have been proposed based on the weak
annotations such as scribble [42], bounding box [35, 15],
points [4] and image labels [40, 2, 39]. Most recent WSSS
with image-level supervision approaches have also utilized
the pseudo masks derived from CAMs. To further improve
the pseudo mask quality, PMM [40] expands the activation
regions based on the CAM’s coefficient of variation; the
normalised Global Weighted Pooling (nGWP) [2] is pro-
posed to compute better pixel-wise classification scores.
Leveraging [2], the WSSS is extended to the incremental

learning (CL for WSSS) scenario in WILSON [9] recently.
Weakly-supervised Object Detection. Recent methods
[7, 58, 53, 32] usually regard Weakly-supervised Object De-
tection (WSOD) as a multiple instance learning problem,
where a bag of instances is given by the off-the-shelf pro-
posal methods. WSDDN [7] is a weakly-supervised detec-
tor re-purposed from a pre-trained image classifier. Based
on WSDDN, an online multi-stage refinement method is
proposed in [58] to better discover the entire object. [53]
considers the proposal association between proposals and
applies a learnable dropout augmentation that removes the
object discriminative parts during training. Self-distillation
is employed in CASD [32] to enhance the attention consis-
tency between different transformations of the same image.
Weak-shot Learning. Weak-shot learning leverages full
annotations of base classes to learn novel classes with only
weak labels. With data from both base and novel classes,
weak-shot learning methods commonly adopt mechanisms
to transfer knowledge [31, 64, 13, 6, 14] from the base to
novel to facilitate the learning of novel classes and do not
consider sequential sessions of learning. By contrast, in
CL4WSIS, new data are incrementally provided while pre-
vious data become inaccessible. CL4WSIS faces additional
challenges of background shift and catastrophic forgetting.

Our work is the first study on CL4WSIS. The proposed
method includes CL for WSSS as a special case and can fur-
ther perform IS in class-incremental CL. By using instance
cues together in training, experimental results show that our
method can also provide better WSSS results in CL as well.

3. Methodology
Without loss of generality, we adopt the representation in

Panoptic-Deeplab [18] and use semantic, center, and offset
maps to describe instances. Semantic maps represent fore-
ground regions. The center heatmap provides cues to ex-
tract the location of the center of the instance. Specifically,
if a point on the heatmap has the same value before and af-
ter max pooling, it is considered the center. Finally, the 2D
offset vector for each location points to the center. Hence,
we can get instances by assigning an ID to each foreground
pixel, a process called instance grouping. Instance ID k
is assigned to pixel (i, j) if the k-th center is closest when
we move the pixel by its offset. One advantage of this rep-
resentation is that it allows for any semantic segmentation
method to be upgraded to instance segmentation, as long as
center and offset information can be generated.

CL4WSIS aims to build a model through incremental
learning in t = 1, ..., T steps that rely only on image class
labels. We assume that the model is provided with fully
pixel-wise annotations at the initial step (t = 0). In the
incremental learning step t > 0, the model learns to seg-
ment new instance classes from the training data Dt =
{xt

n, y
t
n}

Nt
n=1, where xt

n is an image of size H × W , ytn
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is the image class label, and N t is the number of images.
We denote the label set of the new classes by Yt. Like in
conventional fully supervised CL for IS [10], previous data
are not available when the model is incrementally updated.

Our method consists of two phases, CL for WSSS and
CL4WSIS. Fig. 2 shows an overview of these two phases,
and their details are illustrated in the supplementary materi-
als. In Phase 1, we train the semantic branch of the t-th step
Segmenter. The learned CL for WSSS network then serves
for predicting the semantic segmentation results and pro-
ducing further the synthetic center & offset maps in Phase 2
to train the instance branch of the Segmenter for CL4WSIS.
We will elaborate on each phase in the following sections.

3.1. CL for WSSS

For a current-step input image xt, we first feed it to an
encoder network et(·) and obtain a feature map. The en-
coder distills from the previous-step encoder et−1(·) by us-
ing L2

2 loss to preserve the basic capabilities of the old task.
Our model contains a Multi-label Classification module

trained with the classification loss by the global image la-
bels, as shown in Fig. 2. In our implementation, binary
cross entropy (BCE) is used as the loss for each class. De-
spite being trained with a classification loss, the module is
mainly responsible for estimating each pixel’s “contribution
score” to each class by decomposing its intermediate output,
which is then used by the Location Cue Extractor that pro-
vides the synthetic pixel-wise labels to train our Segmenter
(Fig. 2). For the purpose, this module is often designed as a
Decoder d(·) followed by an Aggregator (A). The Decoder
output Zt = d(e(xt)) ∈ R|Yt|×H×W is a feature map con-
taining the per-pixel semantic score of each class in Yt, and
A(Zt) aggregates the scores of all pixels to produce the
logits for classification.

Since our purpose is primarily to estimate pixel-level
contributions to each class, global image classification per-
formance is not necessarily the most important concern.
Therefore, instead of directly using global average pooling
(GAP) like CAM [63], many strategies have been devel-
oped which can help generate appropriate semantic scores
for finer segmentation [21, 2, 51, 55]. Without loss of gen-
erality, we adopt the Normalized Global Weighted Pooling
(nGWP) combined with the focal penalty [2] as our aggre-
gator. The approach aggregates pixels based on their con-
tributions to the relevant class instead of treating each pixel
equally, which can generate finer semantic maps.

The Decoder output Zt is sent to the Location Cue Ex-
tractor, which simply performs label smoothing [47] on Zt

and produces synthetic semantic maps as pixel-level labels
to train our Segmenter on the semantic part. We use pixel-
wise BCE as the Segmentation Loss in our implementation.

Besides the current (t-th step) weak-label supervision,
our model distills additionally from the (t−1)-th Segmenter

output in CL. For input xt, let S0:t−1 be the pixel-wise
probability maps generated by the previous Segmenter for
all the old classes in Y0:t−1, we also adopt the pixel-wise
BCE (denoted as BCE(Z0:t−1

i,j,c , S0:t−1
i,j,c )) as the distillation

loss for pixel (i, j), c ∈ Y0:t−1. In addition to the decoder,
the current Segmenter distills from the previous Segmenter
by using the same loss for the previous classes in Y0:t−1.

As Decoder is the main component responsible for pro-
ducing the synthetic labels for per-pixel supervision, it
highly influences the training performance of the Seg-
menter. In our experience, the architecture of Decoder may
not be the main concern to affect the performance. We use
the DeeplabV3 [16] decoder as our Segmenter, but only a
simple few-layer CNN model as our Decoder for efficient
training. On the other hand, how to train a better Decoder
for WSSS is an important issue. To this end, we intro-
duce two further strategies, feature-level augmentation con-
sistency and random dropout, which can improve the De-
coder’s training as depicted below.
Augmentation Consistency. The Decoder output often
gives rough estimates of object regions only. We employ an
augmentation consistency strategy to strengthen the maps.
The idea is that when we apply a transformation T to an
image x and perform semantic segmentation on T (x), the
segmentation result S(x) should be equal to T −1(S(T (x)))
for some transformations T . The transformations used in
our work include horizontal flip and a random rotation in
{90◦, 180◦, 270◦}. Unlike other methods (e.g., [17, 25, 32])
that perform augmentations directly on images, our method,
inspired by [56], performs the transformations on the lower-
dimensional feature map of the encoder output, resulting in
a more efficient data augmentation training. We denote the
two transformed outputs of the Decoder as Zflp and Zrot.
Then, their inverse transformations Z−1

flp, Z−1
rot should be

consistent with the original Decoder output Z. To enforce
this constraint, we design an augmentation consistency loss.
For each pixel, we average the classification probabilities
of all classes at first and obtain Z̄, Z̄−1

flp, and Z̄−1
rot. Then,

inspired by the method [32] developed for WSOD, we ap-
ply a pixel-wise max to the three maps and obtain Z̃ which
serves as the target map to encourage the mutual consis-
tency between the augmentations. As the max operation
acts as the union of the segmentation maps, it helps resolve
the part domination problems in segmentation. However,
unlike [32], our approach performs the data augmentation
in the feature space with higher efficiency. Our feature-level
augmentation consistency (FLAC) loss is defined as

1

K

1

HW
(||Z̄ − Z̃||2 + ||Z̄−1

flp − Z̃||2 + ||Z̄−1
rot − Z̃||2), (1)

with K the number of augmentations.
Random Dropout. Mainly guided by global image labels,
the Decoder tends to produce pixel-wise scores on which
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only discriminative regions of objects are highlighted for
the current-step classes. Studies on object detection of weak
supervision [57, 53] have shown that randomly removing
some discriminating regions is an effective solution to force
the network to exploit other regions when performing pixel
aggregation for classification. Directly masking out image
content in the input is a common approach, but it may not be
straightforward to adapt into our method. Since we already
use nGWP [2] in the aggregation of Decoder outputs, we
propose a trainable soft pixel masking strategy to force the
Decoder to recognize whole objects.

The principle of nGWP [2] is to aggregate pixels based
on their relevance to the class. Thus, for pixels likely to
belong to the current class, randomly increasing their prob-
ability of being in the old class has the similar effect of get-
ting them out of the current class during aggregation. To
achieve this, for a pixel (i, j), we consider its highest po-
tential of being some class c in the current (t-th) step in the
nGWP aggregation process,

Ẑi,j = max{Zi,j,c|c ∈ Yt}. (2)

Let P denote the set of pixels whose highest probability of
belonging to some current class is higher than 0.5,

P = {(i, j)|σ(Ẑi,j) > 0.5}, (3)

with σ(·) the sigmoid function. Then, for a pixel (i, j) in P ,
we randomly choose an old class Ci,j ∈ Y0:t−1 and apply
further the following cross-entropy loss during the training
process with nGWP aggregation, so as to randomly raise the
pixel’s probability of belonging to some old class C,

− 1

|P |
∑

(i,j)∈P

log(σ(Zi,j,Ci,j )). (4)

By doing so, our method can successfully integrate the ran-
dom dropout effect into the nGWP aggregation process in
CL for WSSS. It not only retains the advantage of using
nGWP in CL [9], that is, the regions of old classes highly
confirmed by the previous Segmenter will not be occupied
by the current class, but also provides the effect of random
dropout in a smooth training process and forces the learner
to explore wider regions than just the discriminating ones.

3.2. CL for WSIS

After CL for WSSS, we proceed towards CL4WSIS by
acquiring center and offset maps. One way to generate these
maps from WSSS is to determine whether a mask derived
from semantic segmentation through connected-component
labeling (CCL) [28] contains only a single instance. This
is because for such masks, generating the center and offset
maps can be achieved simply by calculating the centroid of
the mask and directing pixels belonging to the mask towards
the centroid.

Table 1. Comparison of different peak generation approaches.
Our PG generates peaks of higher quality than PAM does.
SBD 15-5 overlap AP@.5 AP@.5:.95

Peaks from 1-15 16-20 All 1-15 16-20 All

PAM [36] 47.2 9.1 37.7 28.1 3.6 22.0
Peak Generator (Ours) 47.1 17.3 39.7 28.2 8.5 23.3

Peak Generator (PG). To this end, we propose a Peak
Generator (PG) (included in Location Cue Extractor in
Fig. 2 and is appended after the Decoder), inspired by re-
cent WSIS methods [36, 65]. PG aims to yield one ap-
propriate, accurate cue (i.e., peak) per instance. Therefore,
peaks, which represent instances, can be helpful for iden-
tifying whether a CCL-obtained mask contains only one
instance by counting the peaks it includes. Specifically,
PG takes as input the Decoder’s output Zt and produces
Zpg ∈ R|Yt|×H×W . We then highlight the core regions
and suppress the noisy regions in Zpg as follows. Pixels on
channel c are treated as core pixels if their values are greater
than the channel-specific threshold τc. τ , the threshold vec-
tor for all channels, is computed by pixel-wise multiplying
a hyper-paramenter γ with G ∈ R|Yt|×1×1, where G is the
global max pooling of Zpg and γ is set to 0.7 in our imple-
mentation. The peak map Zpg is then processed by a convo-
lution layer, followed by our pixel aggregator to enable the
training with the Global Image Labels.

Though in the same vein as the peak attention module
(PAM) [36], our PG is enforced to place the peaks in the se-
mantic foreground, whereas PAM trained irrespective of the
WSSS output, may generate peaks not in the foreground.
Furthermore, since the Decoder’s output already consid-
ers the occupation of old classes, PG is guided to generate
peaks in proper regions during CL. Based on this reason,
PG also encourages Decoder to strengthen the activation of
the current class semantic map. As shown in Table 1, PG
helps achieve more favorable performance than PAM.
Synthetic Center & Offset Maps Generation. With the
WSSS results and PG’s instance cues, our Location Cue Ex-
tractor then generates the synthetic center and offset labels
for the current classes for supervision (see Fig. 2). We adopt
the method introduced in [36] for the center and offset maps
generation. First, CCL is applied to the WSSS to obtain
multiple instance mask candidates. Then, a mask candidate
is regarded as an isolated object if only one peak is included.
Once the isolated instances are identified, their correspond-
ing center and offset labels can be generated. We denote
these synthetic center and offset maps as Csyn and Osyn,
respectively. We also use the self-refinement strategy [36]
to yield the instance-level supervision for the overlapped
instances. The idea behind self-refinement is that by learn-
ing with reliable synthetic labels generated from isolated in-
stances, the Segmenter should progressively capture miss-
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ing or overlapped instances as the training proceeds. One
thus can utilize the Segmenter’s outputs as guidance to gen-
erate synthetic center and offset labels for these instances.
To achieve this, a magnitude map is first created using the
Segmenter’s output offset map. Each pixel in the map rep-
resents the magnitude of its corresponding 2D offset vec-
tor. Since the offset magnitudes around a center are usually
small, the CCL algorithm is performed on the pixels with
magnitudes smaller than a threshold to obtain candidate
masks. The centroids of the candidate masks are regarded
as new centers. Finally, instance grouping aforementioned
is performed on the semantic and offset maps outputted by
Segmenter using the new centers to generate synthetic la-
bels for the newly identified instances, i.e., a pixel’s off-
set will be redirected to a new center if the pixel is clos-
est the new center after moving by its offset predicted by
Segmenter. To learn from the synthesized labels, a weight
mask, Wsyn with N foreground pixels is generated. Wsyn

i,j

is set to 1 if the pixel (i, j) belongs to isolated objects; oth-
erwise it is set to the confidence of the synthetic instance it
belongs to. Following Panoptic-DeepLab, we use L2 loss
for the center and L1 loss for the offset. The Segmentation
Loss for the center and offset maps is then formulated as

ℓsyncenter =
1

N
||Wsyn ⊙ (Ct − Csyn)||2, (5)

ℓsynoffset =
1

N
||Wsyn ⊙ (Ot −Osyn)||1, (6)

with ⊙ the pixel-wise multiplication.
Semantic-aware Selective Distillation. To retain the old-
class knowledge in Y0:(t−1), an intuitive method would be
distilling from the entire center and offset maps of the previ-
ous Segmenter. However, as the previous center and offset
maps contain no information about the current classes, this
would hinder the Segmenter learning of current classes from
the synthetic labels provided by Location Cue Extractor.

To resolve this issue, we introduce a semantic-aware se-
lective distillation strategy to help the Segmenter learn ef-
fectively for the current classes while preserving the old-
class information. Assume S(·, ·) to be the semantic map
already generated in our CL for WSSS. Leveraging S, we
construct a weight mask Wold for the old classes, where
Wold

i,j = 1 if S(i, j) belongs to Y0:(t−1) (w/o background
class) and Wold

i,j = 0 otherwise. The distillation losses for
learning the center and offset maps Ct and Ot from the pre-
vious Segmenter are then respectively defined as

ℓdistcenter =
1

M
||Wold ⊙ (Ct − Ct−1)||2 (7)

ℓdistoffset =
1

M
||Wold ⊙ (Ot −Ot−1)||1 (8)

with M the number of foreground pixels of old classes.

In sum, established on the CL for WSSS results, our ap-
proach achieves CL4WSIS via PG’s instance cues for syn-
thesizing local labels for current classes and selective dis-
tillation for maintaining old knowledge. Further details are
given in the supplementary material.

4. Experiments
In this section, we present experimental results to verify

the performance of our CL4WSIS method.

4.1. Datasets and Settings

We conduct experiments on Pascal SBD 2012 [24], Pas-
cal VOC 2012 [22] and COCO [43]. Pascal SBD 2012
consists of 8,498 training and 2,857 validation images an-
notated on 20 objects categories. Following [36, 1, 46],
we augment Pascal VOC with PASCAL SBD and obtain
10,582 images for training and 1,499 for validation, with
objects in 20 categories. COCO comprises 118K training
and 5K validation images with 80 object categories.

We follow [9] and adopt two incremental learning set-
tings on Pascal SBD: 15-5 and 10-10. The M -N refers to
that M classes are learned in the first step and N classes
in the second. While comparing with pixel-level methods,
we report the results in two scenarios: 1) the disjoint, in
which an image is included in the current-step data if all in-
stances in this image are of previous or current-step classes,
and 2) the overlap, in which an image is included in the
current-step data if the image contains at least one instance
belonging to the current-step classes. When compared with
CL4WSIS adapted methods, we focus on the overlap sce-
nario and increase a setting of 10-5-5 with more incremen-
tal steps. Besides, another challenging COCO-to-VOC
cross-dataset scenario is adopted. There are two incremen-
tal learning steps. The first learns 60 COCO classes not
present in Pascal VOC. Note that all the images containing
the VOC classes are excluded. The second learns the 20
Pascal VOC classes. The performance is evaluated using
the mean average precision (mAP) with intersection-over-
union (IoU) threshold from 0.5 to 0.95 and 0.5. We report
the performance of the final model that finishes all the in-
cremental steps on all the learned classes of the validation
sets of PASCAL and COCO.

4.2. Baselines

Since CL for IS with image-level supervision is a new
setting, our approach is compared to the recent incremen-
tal IS approach MMA [10]. We note that MMA is trained
under pixel-level annotations (using Mask R-CNN [26]),
which can be regarded as an upper bound of our method.
The reported AP@0.5:0.95 of MMA in the Pascal SBD
15-5 overlap is directly taken from their paper, while the
rest are obtained by running their official implementation.
Another two state-of-the-art WSIS methods, IRN [1] and
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BESTIE [36], are also adapted into incremental scenario for
further comparison. Same as ours, the instance segmenta-
tion model is provided with fully pixel-wise annotations on
the initial step. As for the incremental steps, we follow their
implementation to generate the pixel-level pseudo labels for
the current classes using the image-level labels. We also
generate the pixel-level pseudo labels for the old classes by
using the previous model. Then, we train the instance seg-
mentation model using these pseudo-labels.

4.3. Implementation Details

Our architecture is adapted from Panoptic-DeepLab [18]
by appending an additional decoder. The Panoptic-
DeepLab decoder (Segmenter in our paper) consists of a
semantic branch and an instance branch (for center and off-
set), and the semantic branch is replaced with DeepLabv3
in our implementation. We use a ResNet101 [27] as the en-
coder for Pascal SBD experiments and use a Wide-ResNet-
38 [60] for COCO-to-VOC. Both models are initialized
with ImageNet pretrained weights. The Decoder is com-
posed of 3 convolution layers followed by batch normal-
ization and Leaky ReLU, where the kernel size is 3×3 for
the first two while 1x1 for the last, with channel numbers
{256, 256, |Y0:t|}, and stride 1. PG consists of 1 layer for
keeping the high activation values followed by a convolu-
tion layer with kernel size 1x1, |Yt| channels, and stride 1.
For base step, our model is trained for 100 epochs on Pascal
SBD and 200 epochs on COCO-to-VOC using Adam with
an initial learning rate (lr) of 5e-5 (5e-4 for the Segmenter).
As for other incremental steps, we first train the model (w/o
instance branch) using SGD with an initial lr of 0.001 (0.01
for the Segmenter and Decoder) for 40 epochs (30 epochs
on COCO-to-VOC), and then only train the instance branch
using Adam with an initial lr of 5e-4 for 50 epochs on both
settings. In all experiments, we use the batch size 16 and a
polynomial scheduler with a power of 0.9.

4.4. Results

Comparison with Pixel-Level Methods. Table 2 shows
the results on the Pascal SBD 15-5 setting. The joint train-
ing learns from pixel-wise annotations using all the data
and is the upper-bound. The lower-bound fine-tuning (FT)
does not employ any component to preserve old knowledge
and simply learns the current classes in a fully supervised
manner. Hence, it performs well on the current classes but
forgets the old completely, resulting in unsatisfactory over-
all performance. Our method maintains satisfactory perfor-
mance on the old classes thanks to the employed incremen-
tal components for knowledge preservation. Furthermore,
it effectively learns current classes, even with only image-
level labels. As such, overall, our approach outperforms the
FT by a large margin. Although MMA is superior to ours,
it requires fully pixel-level annotations. A similar trend is

Table 2. Results on the Pascal SBD 15-5 setting. P denotes pixel-
wise supervision, and I denotes image-level supervision.
AP@0.5 Disjoint Overlap

Method Sup 1-15 16-20 All 1-15 16-20 All

Joint P 58.8 56.1 58.2 58.8 56.1 58.2
FT P 0.0 26.7 6.7 0.0 21.9 5.5

MMA [10] P 65.3 50.9 61.7 64.0 50.7 60.7

Ours I 47.6 19.8 40.7 50.7 23.3 43.9

AP@0.5:0.95 Disjoint Overlap

Method Sup 1-15 16-20 All 1-15 16-20 All

Joint P 38.3 38.3 38.3 38.3 38.3 38.3
FT P 0.0 13.6 3.4 0.0 10.8 2.7

MMA [10] P 39.5 30.9 37.3 40.2 32.2 38.2

Ours I 28.8 9.4 24.0 30.9 11.6 26.1

Table 3. Results on the Pascal SBD 10-10 setting. P denotes pixel-
wise supervision, and I denotes image-level supervision.
AP@0.5 Disjoint Overlap

Method Sup 1-10 11-20 All 1-10 11-20 All

Joint P 57.0 59.3 58.2 57.0 59.3 58.2
FT P 0.0 49.7 24.9 0.0 57.3 28.6

MMA [10] P 53.3 40.8 47.1 53.3 40.8 47.1

Ours I 41.8 21.6 31.7 48.6 29.2 38.9

AP@0.5:0.95 Disjoint Overlap

Method Sup 1-10 11-20 1-20 1-10 11-20 All

Joint P 37.8 38.8 38.3 37.8 38.8 38.3
FT P 0.0 30.0 15.0 0.0 35.6 17.8

MMA [10] P 34.0 21.4 27.7 39.1 24.1 31.6

Ours I 26.8 8.9 17.9 30.3 13.8 22.0

also observed in the 10-10 setting in Table 3.
Comparison with Adapted WSIS Methods. As revealed
in Table 4, our approach performs more favorably against
the ones adapted from the state-of-the-art WSIS on Pascal
SBD for both old and current classes on all settings. It is
worth noting that on the 15-5 setting, ours achieves a 10.8%
AP@.5 higher than IRN, and 19.2% AP@.5 higher than
BESTIE. Although IRN performs well on the 10-5-5, our
method still well maintains the balance between learning
the current classes and preserving the old knowledge. Ta-
ble 5 presents the per-step performance, which shows IRN
faces challenges in retaining prior knowledge and acquiring
new knowledge especially in step 2. These results demon-
strate the effectiveness of our approach.
COCO-to-VOC results. In this setting, the model per-
forms incremental updates using data from different do-
mains. The catastrophic forgetting problem could become
harder to tackle because some of the first 60 classes in
COCO in the 1st step are unlikely to appear in VOC in the
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Table 4. Comparison of our approach to other WSIS approaches
adapted into the CL4WSIS scenario on Pascal SBD. P denotes
pixel-wise supervision, and I denotes image-level supervision.
15-5 Overlap AP@.5 AP@.5:.95

Method Sup 1-15 16-20 All 1-15 16-20 All

IRN [1] I 39.2 14.8 33.1 21.6 6.2 17.8
BESTIE [36] I 30.1 8.5 24.7 15.0 2.8 12.0
Ours I 50.7 23.3 43.9 30.9 11.6 26.1

10-10 Overlap AP@.5 AP@.5:.95

Method Sup 1-10 11-20 All 1-10 11-20 All

IRN [1] I 44.6 23.0 33.8 26.0 9.9 18.0
BESTIE [36] I 40.5 17.0 28.7 23.0 6.4 14.7
Ours I 48.6 29.2 38.9 30.3 13.8 22.0

10-5-5 Overlap AP@.5 AP@.5:.95

Method Sup 1-10 11-15 16-20 All 1-10 11-15 16-20 All

FT P 0.0 0.0 34.9 8.7 0.0 0.0 19.6 4.9

IRN [1] I 36.6 28.1 16.4 29.4 19.9 11.2 6.6 14.4
BESTIE [36] I 32.3 17.5 10.8 23.2 17.1 6.9 3.4 11.1
Ours I 37.4 27.1 20.3 30.5 21.1 12.6 8.6 15.8

Table 5. The performance after training each CL step on the 10-5-
5 overlap setting.
10-5-5 AP@.5:.95 Step 0 Step 1 Step 2

Method 1-10 1-10 11-15 1-10 11-15 16-20

IRN [1] 34.1 25.8 14.0 19.9 11.2 6.6
Ours 34.1 26.6 13.9 21.1 12.6 8.6

Table 6. CL4WSIS results on the COCO-to-VOC setting. Our ap-
proach produces more favorable results than the other approaches.

AP@0.5 COCO VOC COCO(only testing)

Method Sup 1-60 61-80 61-80

FT P 0.0 52.7 30.0

IRN [1] I 10.9 13.7 6.7
BESTIE [36] I 10.7 10.3 3.9
Ours I 14.4 14.7 6.8

AP@0.5:0.95 COCO VOC COCO(only testing)

Method Sup 1-60 61-80 61-80

FT P 0.0 32.3 18.3

IRN [1] I 6.2 5.4 2.6
BESTIE [36] I 5.8 3.7 1.4
Ours I 8.2 5.7 2.9

2nd step. Table 6 shows the result. Note that we also re-
port the performance on the VOC classes (61-80) included
in COCO, which are not used for training, and denote it
as COCO(only testing) in the table. Under such a challenging
learning scenario, the comparison in Table 6 shows that our
method still yields the best results. This is attributed to our
model’s ability to better attain the previous experience and
effectively learn the current classes.
Comparison on CL for WSSS. Although designed for

Table 7. CL for WSSS results on the Pascal SBD 15-5 setting. P
denotes pixel-wise supervision, and I denotes image-level super-
vision.
mIoU Disjoint Overlap

Method Sup 1-15 16-20 All 1-15 16-20 All

Joint P 73.6 65.7 72.6 73.6 65.7 72.6
FT P 0.0 29.6 10.5 0.1 29.9 10.6

WILSON [9] I 69.4 35.7 62.2 69.7 36.4 62.6
Ours I 69.8 39.4 63.4 70.5 41.3 64.4

Table 8. CL for WSSS ablation study on Pascal SBD 15-5 overlap.
SBD 15-5 overlap mIoU

PG FLAC Randrop 1-15 16-20 All

69.7 36.4 62.6
✓ 69.9 40.7 63.8
✓ ✓ 70.1 41.0 64.1
✓ ✓ ✓ 70.5 41.3 64.4

Table 9. CL4WSIS ablation study on Pascal SBD 15-5 overlap.
SD stands for the selective distillation strategy.
SBD 15-5 overlap AP@.5 AP@.5:.95

PG SD FLAC Randrop 1-15 16-20 All 1-15 16-20 All

✓ 47.1 17.3 39.7 28.2 8.5 23.3
✓ ✓ 50.1 22.7 43.3 30.6 11.5 25.9
✓ ✓ ✓ 50.1 23.2 43.4 30.3 11.9 25.7
✓ ✓ ✓ ✓ 50.7 23.3 43.9 30.9 11.6 26.1

CL4WSIS, our approach can perform CL for WSSS. Ta-
ble 7 shows the results of different approaches on the SBD
15-5 setting. As can be observed, our approach surpasses
WILSON on the both scenarios. This is mainly because of
the introduced modules, and we study their effect on per-
formance in Table 8. Our approach includes [9] as a special
case when no introduced modules are employed, as indi-
cated in the first row with no checks. While PG was initially
developed to supply instance cues for CL4WSIS, appending
it after the Decoder has also shown to be highly beneficial
in improving the performance of current classes of WSSS.
FLAC helps by encouraging the Decoder to produce same
semantic segmentations for different views generated from
one sample. Random Dropout forces the Decoder to explore
more regions, bringing additional gain.
Influences of Different Modules. We ablate on the intro-
duced modules for their relative contribution to CL4WSIS
and report the results on SBD in Table 9. PG enables trans-
ferring semantic knowledge to instance segmentation and
hence is the first module to be included. Our selective dis-
tillation strategy has proven effective for retaining previous
experiences and learning new knowledge, as evidenced by
3.0% AP@.5 improvement for old classes and 4.5% AP@.5
boost for current classes. Since the knowledge is transferred
from CL for WSSS to CL4WSIS, FLAC also helps learning
object instances of current classes while Random Dropout
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Table 10. Comparison of our approach to other WSIS approaches
adapted into the CL4WSIS scenario on the Pascal SBD overlap
setting. old & current classes: the results where all the seen la-
bels are weakly annotated in the incremental step. only current
classes: the results where only the current-task class labels are
weakly provided in the incremental step.

15-5 setting

old & current classes AP@.5 AP@.5:.95

Method 1-15 16-20 All 1-15 16-20 All

IRN [1] 28.8 12.9 24.8 14.7 5.5 12.4
BESTIE [36] 41.3 16.5 35.1 23.7 6.4 19.3
Ours 51.5 25.7 45.1 31.2 12.6 26.5

only current classes AP@.5 AP@.5:.95

Method 1-15 16-20 All 1-15 16-20 All

IRN [1] 39.2 14.8 33.1 21.6 6.2 17.8
BESTIE [36] 30.1 8.5 24.7 15.0 2.8 12.0
Ours 50.7 23.3 43.9 30.9 11.6 26.1

10-10 setting

old & current classes AP@.5 AP@.5:.95

Method 1-10 11-20 All 1-10 11-20 All

IRN [1] 39.9 25.0 32.5 22.8 10.4 16.6
BESTIE [36] 40.6 18.5 29.5 23.0 7.3 15.2
Ours 54.3 29.9 42.1 32.3 13.7 23.0

only current classes AP@.5 AP@.5:.95

Method 1-10 11-20 All 1-10 11-20 All

IRN [1] 44.6 23.0 33.8 26.0 9.9 18.0
BESTIE [36] 40.5 17.0 28.7 23.0 6.4 14.7
Ours 48.6 29.2 38.9 30.3 13.8 22.0

has a positive effect on both old and current classes. We
found that when all the modules are adopted, our approach
yields the best performance for CL4WSIS.
Qualitative Analysis. We visualize the qualitative results in
Fig. 3 for the images from the Pascal SBD 15-5 overlap set-
ting. IRN partly maintains the knowledge about old classes
(e.g., person and diningtable) and also partly learns the cur-
rent (e.g., sheep and train). BESTIE fails to learn current
classes and produces many false-positive predictions (e.g.,
sheep). On the other hand, our approach produces higher-
quality predictions for both old and current classes.
Incremental Steps with All Weak Labels Provided. Set-
tings above follow the class-incremental continual learning,
where newly collected data are provided with only new la-
bels (i.e., labels in Yt) at the current step t and data from
previous steps are unavailable. Because image-level labels
are cheaper to obtain, we could consider a setting where
image class labels up to the current step, i.e., Y0:t, are pro-
vided, and call it All-Seen-Label-Annotation (ASLA).

Figure 3. Qualitative results on SBD 15-5 overlap setting. Our
method produces higher-quality segmentations on both current
classes (e.g., sheep, sofa, train) and old classes (e.g., person, dog).
From left to right: image, IRN, BESTIE, OURS and ground truth.

Table 10 shows the results, where the upper half of each
setting is for the ASLA and the lower half is for the original
one. Compared to the original one, our approach obtains
additional performance gain in ASLA. It is because when
Global Image Labels of old classes are also provided, incor-
rect predictions from previous Segmenter can be removed,
thereby providing more proper information for both the De-
coder and Segmenter. Again, our approach performs more
favorably than IRN and BESTIE in the ASLA setting, too.

5. Conclusion
We have presented a novel framework and conducted the

first study for the new CL4WSIS problem. To incrementally
extend knowledge through cheap image-level supervision,
our framework generates pseudo instance-level supervision
by leveraging the semantic knowledge from a Decoder and
instance cues from a peak generator. We further introduce
feature-level augmentation consistency (FLAC) and employ
random dropout for obtaining more reliable pseudo supervi-
sion. Besides, by leveraging the knowledge from the previ-
ous model using proposed selective distillation, our model
maintains the learned experiences while learning new skills.
Experiments in various incremental settings have verified
the effectiveness of our approach. We hope our study could
provide insights for future research on CL4WSIS.
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