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Abstract

We carefully evaluate a number of algorithms for learn-
ing in a federated environment, and test their utility for a
variety of image classification tasks. We consider many
issues that have not been adequately considered before:
whether learning over data sets that do not have diverse sets
of images affects the results; whether to use a pre-trained
feature extraction “backbone”; how to evaluate learner
performance (we argue that classification accuracy is not
enough), among others. Overall, across a wide variety of
settings, we find that vertically decomposing a neural net-
work seems to give the best results, and outperforms more
standard reconciliation-used methods.

1. Introduction

There has been a recent influx of work aimed at devel-
oping and evaluating new algorithms for Federated Learn-
ing (FL) [2, 6, 20, 29], particularly for image classifica-
tion [3, 14, 18, 27, 28, 31, 35, 50, 53]. Most papers are pri-
marily concerned with the development of innovative al-
gorithms, and less concerned with the design of appropri-
ate benchmarks and especially, appropriate baselines to test
against. This paper, in contrast, is concerned with bench-
marking: Which existing methods for FL work best, and
under what conditions do they work, or not work? As such,
our primary contribution is a set of carefully-designed ex-
periments, rather than the introduction of a new FL algo-
rithm. Our benchmarks are designed to address the follow-
ing concerns regarding the design of FL benchmarks and
baselines.

(1) Learning algorithms are typically evaluated on a few di-
verse data sets, rather than a large variety of more focused
data sets. The most common benchmark for evaluating fed-
erated image classification is CIFAR-100 [25]. This dataset
includes whales, chairs, dinosaurs, and so on. This is a very
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diverse set of classes, and we are concerned that few FL
tasks will involve differentiating dinosaurs from rabbits.

For example, imagine that the members of a bird watch-
ing club taking pictures with their smartphones; club mem-
bers label the pictures with the bird species, and FL is used
to build a classifier. Or, a set of companies who are typi-
cally competitors—and hence cannot exchange data—want
to work together to classify pictures of industrial drill bits
based on whether they are going to fail. Both of these
deployments involve narrow domains, and the classifica-
tion problems involve fine-grained differentiation [13, 48]
among members of a narrow category. True, not all appli-
cations of FL will be narrow, but they are likely to be far
narrower than classifying whales versus chairs. We argue
that, while evaluating on a broad data set—such as CIFAR-
100—is useful, it is also necessary to evaluate FL algo-
rithms on a variety of more narrow data sets.

(2) Most evaluations focus on final accuracy or the number
of communication rounds required for convergence. FL al-
gorithms are often evaluated by reporting final accuracies
(after convergence), or by plotting test accuracy as a func-
tion of the number of epochs, or the number of communi-
cation rounds. However, final accuracy, at least in isolation,
is not really a useful metric. After all, the simplest “FL” al-
gorithm is classical, data parallel learning [33, 41, 52]. That
is, run distributed gradient descent; compute gradients lo-
cally over mini-batches in a fully synchronous way, then do
an all-reduce. As this is functionally equivalent to central-
ized learning, it is invariant to data distribution, and is likely
to be the most accurate method in terms of final accuracy.
However, it is inefficient in a federated environment.

Likewise, considering accuracy as a function of commu-
nication rounds ignores the computation or communication
cost of each round. Communication and computation costs
can vary across methods, and are typically far more impor-
tant than the number of rounds. A method that can quickly
achieve high accuracy with a relatively large number of very
inexpensive communication rounds—where a small frac-
tion of the model is communicated at each round—is proba-
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bly preferred to one that uses few rounds, but must transmit
a huge amount of data. Similarly, for computation, given
similar accuracies, an algorithm that performs one forward
and one backward gradient descent pass is preferred over
one that performs two additional forward passes, as extra
overhead [28], even though both operate in the same num-
ber of communication rounds.

(3) Pre-trained feature extractors need to be a standard
baseline. Training the feature-extraction backbone that is
used in most deep image processing networks—that is, the
series of convolutional and pooling layers and without the
final classification layer—is not easy. It is difficult to get
the training process right, and training a good backbone re-
quires a lot of computation.

Researchers have recently suggested using pre-trained
backbones, especially for few-shot training [7, 16]. In a
pre-trained backbone, a pre-trained feature extractor such
as a convolutional neural network (CNN) [15, 19, 39] or vi-
sion transformer [10] is used without modification to em-
bed an image in a high-dimensional space. Learning is then
performed on the resulting vectors, and not on the original
images. The goal is to leverage an existing, well-trained
model on the new learning problem. Given the resource
constraints in many FL scenarios, it is unclear why attempt-
ing to fully train such a backbone from scratch in a federated
environment would be the first approach. Instead, we sug-
gest simply taking a standard, pre-trained backbone (such as
a ResNet [15], or a DenseNet [19], or both used together)
and directly using that backbone as a feature extractor, with-
out training.

The benefit is that each training image only needs to be
pushed through the backbone one time to obtain a compact
set of features, and then that set can be used during train-
ing. As the backbone need not to be communicated or re-
peatedly used to process the input images, both CPU/GPU
cycles and communication are saved during federated train-
ing. Furthermore, final accuracies might actually be better,
as this approach sidesteps the difficulty of training the back-
bone.

(4) Off-the-shelf performance is really what matters, but it
is often neglected in research studies. In a centralized en-
vironment, it is feasible to train and re-train many times, as
various parameters (learning rate, proximal weight, exact
neural architecture, etc.) are tuned. In FL, this is much less
feasible. Most FL scenarios imagine a resource-constrained
environment (possibly involving edge devices), where one
cannot ignore the cost of tuning. FL is typically happening
on someone else’s hardware, and so running an algorithm
many times during parameter tuning is likely to make par-
ticipation in training far less palatable.

Further, application-specific tuning may simply be im-
possible. A device may enter the federated training and then

drop out shortly after, never to be seen again. One cannot
access a missing device’s data to perform validation, and
clearly, one cannot retrain over data that cannot be accessed.

As such, we argue that “off-the-shelf” performance is
more important than in centralized learning. That is, it be-
comes important to settle on one set of universal parameters
that tend to work in most deployments, such that the learn-
ing algorithm can be universally deployed without further
tuning. At the very least, this is an important use case that
should be covered in most experiments.

Our Contributions. Our contributions are as follows.

• We suggest several rules-of-thumb governing benchmark
and baseline development for FL over images, and use
those rules to devise an extensive FL image classification
benchmark, and use that benchmark.

• We show that using pre-trained features and other model
reduction tools are necessary for practical FL.

• We highlight some surprising behaviors of current FL al-
gorithms, including the effect of client population size,
that to our knowledge are not sufficiently explored in cur-
rent literature.

• Our source code is publicly available at
https://github.com/huerdong/
FedVert-Experiments

2. Background
The common setting for FL is the following: There are

total N devices participating in the optimization. To protect
data privacy (or due to communication constraints), devices
are not allowed to share local data samples to others. Each
device has its own local objective function fi parameterized
by its own model wi. The coefficient pi = ni/n is the
number of data samples ni on each device, divided by the
unified total data sample n =

∑N
i=1 ni. There will be a

central server that collects all the parameters wi uploaded
by each device and aggregate them into a single model w.

The common formulation of FL is to optimize a global
optimization function L(w):

min
w

L(w) =

N∑
i=1

piL(wi; {xloc, yloc}), (1)

where L(wi; {xloc, yloc}) represents the local objective for
device i, based on local data {xloc, yloc}. The natural algo-
rithm that arises from this objective is FedAvg [37] which
directly applies stochastic gradient descent (SGD) to learn
wi’s. In the most basic case, where FedAvg performs only
one local gradient step, the above formulation becomes
equivalent to data parallel SGD [33, 41, 52].

In real-world applications of FL, local data distributions
are often skewed towards specific classes: i.e., the natural
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distribution of real data can be very skewed, with certain
classes only existing in a very small segment of clients’ de-
vices. In these heavily non-i.i.d. scenarios, the learned wi

in Eq. (1) can diverge in drastically different directions and,
in the most extreme cases, diverge in opposite directions.
When FL is performed in this scenario, the averaging can
result in a model drastically different from any of the client
models and has degraded performance as a consequence; a
phenomenon often called client drift [54]. It is this con-
cern that has motivated the development of a number of FL
methods beyond FedAvg [21,28,30,43], a few of which will
be described in the next section.

3. Federated Learning Methods Tested
3.1. The Methods

In our experiments, we consider the following FL meth-
ods, chosen as a representative set of the state-of-the-art.

FedAvg. Federated averaging [37] is the most simple av-
eraging algorithm and is the basis of the others, whereby
client models are trained locally by (stochastic) gradient de-
scent. These local models are aggregated by directly aver-
aging their weights, or equivalently averaging their com-
puted gradients using this averaged gradient for one global
round of gradient descent.

FedProx. FedProx [30] is a modification on FedAvg that
introduces an additional ℓ2-norm term to the local loss func-
tion, that takes the difference between the previously com-
municated global model and the current model. The aim is
to avoid client drift by biasing the training towards an estab-
lished model. Again, the clients then compute local models
whose weights are averaged. Given the model weights w0

from the previous communication round, the FedProx mod-
ification to the FedAvg objective is:

min
wi

{
L(wi; {xloc, yloc}) + µ

2 ∥wi − w0∥22
}
, i ∈ [N ]

where µ is a regularization parameter.

MOON. MOON (Model-Contrastive) [28] uses a similar
principle as FedProx by comparing the current model with
the previous model. However, it utilizes a cross-entropy
loss, rather than ℓ2-norm loss, as in:

min
wi

{
L(wi; {xloc, yloc})− µ log e

sim(z,zglob)/τ

e
sim(z,zglob)/τ+esim(z,zprev)/τ

}
where sim() is the cosine similarity function, and
z, zglob, zprev are representations of the data generated by
the respective model (respectively: learned, current global,
previous local). τ is a temperature hyperparameter.

FedAdam. While the above algorithms modify the local
training process of FedAvg, FedAdam [40] modifies the ag-
gregation step. Once the averaged weights are computed

via local gradient descent and their average is computed, it
is used to compute a global gradient surrogate to be used in
the Adam algorithm [22].

FedNova. FedNova [43] introduces a client gradient re-
weighting scheme when accumulating the models parame-
ters/gradients and generalizes FedAvg and FedProx as spe-
cific parameterizations. However, we use the specific for-
mulation specified in [43], where these weights are nor-
malizations of the local gradients.

IST. We consider the previous set of learning algorithms
to be “reconciliation-used”; in that, they attempt to train
a copy of the model at each site. In contrast, IST, or in-
dependent subnet training [51] does not utilize averaging
or some other method to try to reconcile versions of the
model trained at the various site. Instead, IST decomposes
the model and sends non-overlapping parts of the model to
different sites. In one training round, all neurons (or ac-
tivations) in a neural network are randomly partitioned to
the active sites. A weight is only sent to a site if it con-
nects two neurons that have been assigned to the site. Thus,
each site is assigned only a very small subnetwork, which
is trained locally for a number of gradient descent steps. At
the end of local training, the updated weights are shuffled
(with or without the aid of a central server) and the process
is repeated. Since subnetworks are independent, there is no
averaging or other form of reconciliation needed. There are
many variants of this approach in the literature, including
FjORD [17], HeteroFL [9], LotteryFL [26], FedSelect [4],
FedRolex [1], Federated Dropout [5], PVT [47], and the
independent subnetwork training approach in the non-FL
setting [11, 32, 44, 45, 51]. It is this latter version of the ap-
proach (for MLPs) that we apply here.

ISTProx. This is IST, but with a proximal term added to
the loss function.

3.2. Analytic Comparison

The focus of our experiments will be on comparing each
of the methods based on their ability to produce high test
accuracy with a low cost. In the paper, we will define cost
in terms of floating point operations (FLOPs) required to
reach a given accuracy, and in terms of floating point num-
bers transferred. As such, we begin by considering the num-
ber of FLOPS required and the floating point numbers that
must be transferred to complete one gradient descent step
for each of the methods.

In our analysis, we assume that we are using a pre-
trained backbone to transform each input image into a vec-
tor, and we are learning a MLP with two weight matrices.
The MLP accepts an n1-dimensional input. It has a hid-
den layer of n2 neurons, and has n3 outputs. Assume a
batch size of b at each of s sites. Since each image only
goes through the pre-trained backbone once, the FLOP cost
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of the pre-trained backbone is negligible when amortized
over many gradient descent steps. We will consider only
the FLOPs associated with the weights, as the cost associ-
ated with updating weights dominates the cost associated
with the activation layers.

Begin with FedAvg. In this case, to push a batch through,
we have approximately 2b(n1n2 + n2n3) FLOPs for the
forward pass and approximately 2b(n1n2 + 2n2n3) for the
backward pass, for a total of 4n1n2b + 6n2n3b FLOPs at
each site. Coordination requires 2s(n1n2 + n2n3) floating
point numbers be sent (the model needs to be distributed to
all sites, and then the updated model needs to be collected
from all sites). The number of FLOPs incurred during aver-
aging is typically not significant, as we are simply average
s copies of the two weight matrices, having n1n2 and n2n3

floating point numbers each, and this may be done using a
distributed algorithm.

Adding a proximal term in the case of FedProx may have
little effect, as this changes the backward pass at each site
by adding FLOP computations that scales linearly with the
weight matrices, but does not scale with the batch size b.
Thus, for any reasonable batch size, it is insignificant. If
multiple gradient update steps are performed at each site, it
also requires storing an older copy of the weight matrices at
each site.

FedAdam is a federated version of the Adam algorithm
and as such, it requires storing four additional matrices—
typically at a coordinator—two of which are associated with
each of the MLP’s weight matrices. It must approximate the
gradient and run the Adam algorithm at the coordinator dur-
ing each update. However, this does not affect the memory,
computation, or communication requirements at each site,
and so any differences may not be of practical importance.

FedNova requires a normalization step at each site dur-
ing the local gradient computation, but this only requires
multiplying each gradient by a scalar, which is likely in-
significant and so it is also, for practical purposes, compu-
tationally no more expensive than FedAvg. MOON is more
expensive than FedAvg in terms of FLOPs, as it needs to
compute multiple representations of each training iteration.
The obvious MOON implementation will require 4bn1n2

additional FLOPs compared to FedAvg at each site. In
addition, MOON needs to locally maintain two additional
copies of the weight matrices.

Next, consider IST. At each site, n2 is effectively cut by
a fraction s, because the neurons in the hidden later is parti-
tioned s ways and only the weights associated with neurons
assigned to a site are actually sent or used there. Hence, the
total number of FLOPs is (4n1n2b+ 6n2n3b)/s, and coor-
dination requires that only 2(n1n2 + n2n3) floating point
numbers be sent and received; each weight is assigned to
exactly one site. There are no FLOPs associated with co-
ordination, as there is no averaging done; weights are sim-

ply updated and sent around. Due to the partitioning, the
memory usage at each site is on average smaller than that of
FedAvg by a factor of s. Like FedAvg, adding a proximal
term has little effect on either FLOPs or bytes transferred.

4. Experimental Setup
4.1. Pre-Trained Backbones

All of the methods we tested (except for one baseline)
utilize pre-trained backbones. That is, we take a pre-trained
feature image classifiers: ResNet101 [15] and DenseNet121
[19], and remove the classification layers to produce two
“backbones.” When processing an image, we simply con-
catenate the feature vectors produced by the two backbones
to produce a 3072 dimensional vector. We also evaluate
FedProx, but without a pre-trained backbone. This version
of FedProx (called “FedFull”) uses a ResNet18 instead of a
single-hidden layer MLP.

4.2. Data Sets and Hyperparameters

Overall, we conduct experiments on a diverse and broad
range of image classification data sets: (1) CUB-200-2011
(Birds) [42], (2) Stanford Cars (Cars) [23], (3) VGGFlow-
ers (Flwrs) [38], (4) Aircraft (Aircrft) [36], (5) Describable
Textures (Textre) [8], and (6) CIFAR 100 (CFAR) [24]. The
only processing we apply on these data sets, besides using
the pre-trained feature extractors, is the standard cropping
and resizing of image data. For the Aircrft data set, there are
multiple levels of specificity of labels - manufacturer, fam-
ily, variant - we chose variant for the finest-grained classes.

We use the Birds data set to tune the methods. After ex-
tensive experimentation on Birds, we chose a learning rate
of 0.01, as we found this to give stable convergence in all
algorithms, except FedAdam, where we choose a learning
rate of 0.03. For all algorithms except for IST, ISTProx, and
FedFull, tuning led us to a single-hidden-layer, multi-layer
perceptron (MLP) with 1,000 hidden neurons sitting on top
of the feature extractor. FedFull was trained with its “out of
the box” configuration. For IST and ISTProx, we find scal-
ing the hidden neurons based on the number of concurrent
training sites made sense (3000 neurons for ten sites, 6000
for 20, 9000 for 30, 18000 for 60, and so on). This ensures
that the client models are not too small.

A number of other hyperparameters were also optimized
using the Birds data set. For the various hyperparameters
in each algorithm, we applied a grid search on a set list of
parameter values, as described in the next subsection. We
consider the number of local iterations of stochastic gradi-
ent descent as a hyperparameter with either 1, 5, or 25 local
training batches, before a communication round. We use a
batch size of 32 images. For FedProx, FedNova, and IST-
Prox, we tuned the additional proximal hyperparameter µ.
For MOON, we have a similar weight parameter µ (the co-
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(a) Final accuracies
Birds Cars Flwrs Aircrft Textre CFAR

FedAvg 73.5 66.7 95.9 48.8 74.3 76.7
FedProx 74.0 65.7 95.8 48.9 74.7 75.1
MOON 74.3 66.0 95.6 48.9 74.6 75.3

FedAdam 67.6 51.1 92.4 41.9 72.8 70.1
FedNova 73.3 66.8 95.6 49.0 74.7 74.7
FedFull 5.2 2.8 35.1 5.4 40.3 7.8

IST 74.6 67.8 96.4 50.6 74.6 76.2
ISTProx 74.8 66.8 96.5 50.4 74.7 76.1

(b) Communication (GB) to threshold acc.
Birds Cars Flwrs Aircrft Textre CFAR

FedAvg 9 6 4 13 3 10
FedProx 13 FAIL 6 21 5 15
MOON 13 43 6 21 4 16

FedAdam 8 FAIL 2 FAIL 1 7
FedNova 57 138 17 84 12 68
FedFull FAIL FAIL FAIL FAIL FAIL FAIL

IST 3 288 1 3 1 3
ISTProx 3 FAIL 2 3 1 3

(c) GFLOPs to threshold acc.
Birds Cars Flwrs Aircrft Textre CFAR

FedAvg 904 642 445 1334 275 979
FedProx 53 FAIL 23 86 18 62
MOON 110 FAIL 46 178 34 121

FedAdam FAIL FAIL 170 FAIL 152 750
FedNova 1140 2768 333 1680 232 1355
FedFull FAIL FAIL FAIL FAIL FAIL FAIL

IST 11 1152 6 14 3 12
ISTProx 11 FAIL 6 14 3 13

Table 1: i.i.d. results, 100 sites, 10% participation.

efficient of the contrastive term) and τ , the temperature of
the contrastive term. FedAdam has a central learning rate
as well, which we set to 0.01. Exact values for all of our
hyperparameters are given in the appendix. We stress that,
while we performed careful tuning on the Birds data set, all
hyperparameters were re-used blindly and without modifi-
cation, on all other data sets.

4.3. Evaluation Metrics

Choosing an evaluation metric is among the most diffi-
cult aspects of evaluating FL methods, but does not seem
to have received much attention in the literature. Most pa-
pers focus on final accuracy: What is the accuracy that a
FL method exhibits on a test set after training? Unfor-
tunately, final accuracy as a metric makes little sense in
isolation from other considerations. After all, the method
that likely gives the very best final accuracy is simple dis-

Figure 1: Accuracy as a function of time for FedProx and
FedFull on the Stanford Cars data set.

tributed mini-batch training, where each site computes gra-
dients over a small subset of its local data; those gradients
are summed and a central site updates the model. This is
algorithmically equivalent to centralized training, but it is
typically not tested, because it is generally assumed that the
convergence would be too “slow,” for some implicit defini-
tion of “slow.” Thus, a more carefully-defined evaluation
framework (beyond simple accuracy) is needed.

Hence, we consider three metrics: final accuracy, com-
putational efficiency, and communication efficiency [34,46].
Of the three, we assert that final accuracy should be consid-
ered the least important; it is most useful as a way to con-
textualize the other two metrics (e.g., “what final accuracy
can I achieve in G gigaFLOPs of computation?”).

4.4. Tuning and Evaluation

For a given method, using the Birds data set, we first
perform a grid search over the various hyperparameters,
and for each hyperparameter set, we run the method for a
“long time,” where a “long time” allows a maximum of 1014

floating point operations (or 100 teraFLOPs, where floating
point operations are summed across all devices participat-
ing in federated training) and five terabytes of data commu-
nicated (assuming single-precision floating point computa-
tions). Note that 100 teraFLOPs corresponds to around 14
hours of CPU time on a single mobile phone, or perhaps
several hundred hours of processor time on a limited IoT
device. Once a method exceeds 100 teraFLOPs or five ter-
abytes of communication, we take its very best observed test
accuracy, averaged over ten communication rounds. The
best average observed over all hyperparameter settings is
taken as the method’s “final accuracy”.

Once we have the method’s final accuracy, we then per-
form a grid search over all hyperparameters to find the two
sets of parameter settings for the method that (a) minimize
the number of FLOPs to reach 90% of the final accuracy,
and (b) minimize the number of GB of communication nec-
essary to reach 90% of the final accuracy. Now we have
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(a) i.i.d., Cars, one round accuracy. (b) Skewed, Cars, one round accuracy. (c) Skewed, Cars, 20 rounds accuracy.

(d) i.i.d., Flowers, one round accuracy. (e) Skewed, Flowers, one round accuracy. (f) Skewed, Flowers, 20 rounds accuracy.

Figure 2: Comparison of similarity of the FL descent direction to a centrally-computed descent direction. One means the
directions are identical; 0 represents de-correlation. At left is i.i.d. data; center is skewed data, similarity computed over one
descent step; right is skewed data, similarity computed over 20 descent steps.

three sets of hyperparameters: one optimized for accuracy,
one for gigaFLOPs, and one for communication. The rea-
son that we use three sets of hyperparameters is that the
goals of maximizing accuracy, minimizing FLOPs and min-
imizing communication are often in direct opposition to one
another, and these resources can often be traded (e.g., more
local iterations and FLOPs for less communication).

Next, we consider each data set in sequence. We first run
each method to 100 teraFLOPs or five terabytes of com-
munication on the data set, using the accuracy-optimized
parameters. We then compute the maximum accuracy that
any method obtained on the data set, and set 90% of this
accuracy as a target. Then, for each method and each data
set, we compute two additional numbers: the number of
gigaFLOPs required to reach the target accuracy for five
consecutive rounds (using the FLOP-optimized settings),
and the number of gigabytes of communication required
to reach the target accuracy (using the communication-
optimized settings). If a method is unable to reach the target
accuracy within the 100 teraFLOPs/five terabytes limit, it is
said to have failed (indicated as FAIL in tables).

We estimate the amount of FLOPs used during training
using the FlopCountAnalysis tool in the Python fvcore [12].
Similarly, for our communication costs we estimate the size
of a model in bytes with the Python torchinfo [49] package.

The reason for this evaluation strategy is simple. In prac-
tice, the preferred FL method is likely to be the one that

reaches a high level of accuracy with little cost. Hence, we
(somewhat arbitrarily, but precisely) define “high level of
accuracy” as 90% of the peak accuracy observed over all
methods for a given data set. Given this target, evaluation
is then a matter of counting floating point operations and
bytes to reach that target.

Note that other metrics are possible: power usage and
elapsed wall clock time are two of the most obvious. How-
ever, both of these will be closely related to FLOPs and
communication required, and hence we stick to these two.

5. Identically Distributed Data
5.1. Setup

In our first set of experiments, the images are randomly
partitioned across the sites, so that each site has a randomly-
selected (with replacement) subset of the overall set of im-
ages in the training data set. After a round of communica-
tion finishes, ten sites are randomly selected as being “on
the network” and those sites participate in the present round
of training. After local training finishes and all of the re-
sults have been communicated, another set of ten sites are
randomly selected and the process continues.

For this simple “i.i.d.” setup, our experiments will an-
swer a few key questions. First and foremost, should we
be doing full backpropagation through a convolutional net-
work, or should we be exclusively using a pre-trained back-
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(a) Final accuracies
Birds Cars Flwrs Aircrft Textre CFAR

FedAvg 61.5 56.4 88.9 40.2 68.1 61.4
FedProx 58.4 50.1 85.4 35.6 66.8 60.5
MOON 57.7 48.0 86.9 37.6 66.2 58.6

FedAdam 49.4 16.9 81.0 28.9 54.0 40.5
FedNova 58.4 47.1 83.6 37.0 64.3 60.3

IST 64.3 50.8 90.7 39.8 69.5 49.4
ISTProx 64.8 50.3 91.3 40.6 68.2 56.7

(b) Communication (GB) to threshold acc.
Birds Cars Flwrs Aircrft Textre CFAR

FedAvg 131 62 51 79 55 59
FedProx 250 FAIL 124 FAIL 71 54
MOON FAIL FAIL 193 FAIL 143 74

FedAdam FAIL FAIL FAIL FAIL FAIL FAIL
FedNova 743 FAIL 430 608 309 160

IST 79 FAIL 37 119 69 FAIL
ISTProx 72 FAIL 59 134 72 219

(c) GFLOPs to theshold acc
Birds Cars Flwrs Aircrft Textre CFAR

FedAvg 13121 6245 5150 7892 5461 5884
FedProx 1000 FAIL 495 FAIL 283 218
MOON FAIL FAIL 581 1243 653 1207

FedAdam FAIL FAIL FAIL FAIL FAIL FAIL
FedNova 14872 FAIL 8614 12172 6181 3200

IST 315 FAIL 148 475 277 FAIL
ISTProx 287 FAIL 238 535 288 875

Table 2: Skewed data results, 100 sites, 10% participation.

bone? Second, when one considers computation and com-
munication (rather than just final accuracy) do the meth-
ods compare differently than when the only metric is accu-
racy? And finally, does the data set used matter? Results
are shown in Table 1. For each data set, the best result is
indicated in bold.

5.2. Discussion

There are a few clear results. First, except for FedAdam
and FedFull, the methods generally have very similar final
accuracy, with the two IST-based methods being slightly
higher. Thus, one key finding is that for data without skew-
ness across sites, if one is only interested in final accuracy, it
does not seem to matter much which method is used, and this
result holds across data sets. The two exceptions to this are
FedAdam and FedFull. FedAdam does not reach the same
final accuracy as the other methods, but it generally does
quite a good job reaching high accuracy with relatively lit-
tle communication. This corresponds to the fact that it tends
to converge in relatively few communication rounds.

FedFull is a very interesting case. Note that it has poor
final accuracy—only 3% in the case of the Cars data set.
As a result, it is labeled as “FAIL” in every case, because it
can never reach 90% of the peak accuracy observed for the
other methods on a given data set. One might ask, Why is
FedFull such a poor choice? The answer is simple: as we
put a 100 teraFLOP/five terabyte “timeout” on the com-
putation, FedFull timed out in every case. That is, it al-
ways hit the 100 teraFLOP/five terabyte limit. Were Fed-
Full allowed infinite computation and infinite communica-
tion, it is actually the preferred method, as the pre-trained
backbones limit accuracy. For example, consider Figure
1, which plots accuracy as a function of FLOPs for both
FedFull and FedProx on Cars. FedFull eventually reaches
90% accuracy, but it takes nearly four orders of magnitude
more FLOPs to top out compared to FedProx. This FLOP
usage gap is apparent in Fig. 1 where even the first com-
munication round of FedFull requires more FLOPs than the
amount required for the entire FedProx training. As a result,
we would argue that full backpropagation is effectively un-
usable in resource-constrained FL. Note, however, that our
FedFull was trained using an initialization consisting of ran-
dom weights. Perhaps a hybrid method makes sense, where
one begins with FedProx (with a pre-trained backbone) and
then once the MLP begins to reach peak accuracy, we allow
backpropagation over the backbone to begin. This issue de-
serves further investigation. That said, given our maximum
FLOP count and communication, FedFull is not competitive
and in the interest of space, we will not consider it further.

The final observation we make is the general superiority
of IST, over each of the six data sets. It is perhaps not sur-
prising that IST is efficient in terms of communication and
in terms of computation. Each site obtains only a fraction
of the MLP that is being trained, saving communication and
computation at each site. However, it is surprising that it is
also generally the most accurate method, in terms of final
accuracy (or close to it) in every case. We will examine this
finding more fully, later in the paper.

6. Effect of Data Skewness

6.1. Setup

How might these results change if data are not uni-
formly distributed across sites? To answer this question,
we modify our experiments as follows. Rather than assign-
ing each training image to each site with uniform proba-
bility, we sample the class probabilities for each site from
a Dirichlet(0.01) distribution, and rerun our experiments
(with 100 sites and 10 sites active in each round). This
creates a relatively extreme—yet still realistic—amount of
skew. For the six data sets we tested, the three-tuple
(number of classes in data set, min number of classes at any
site, max number of classes at any site) is: for Birds (200, 7,

19391



(a) 1000 sites
Change in acc., 2% → 6% participation

Birds Cars Flwrs Aircrft Textre CFAR
FedAvg 0.1 -0.8 0 0 -1.1 1.3
FedProx 0.1 -2 0.4 0.8 1 1.1
MOON 0.3 2.9 0.5 0.5 -0.2 1.4

FedAdam 12.8 16.8 7 12.5 12.1 12.4
FedNova 0.6 -0.5 -0.5 0 0.6 0.8

1.2 7.3 0.5 2.4 0.7 4.9
ISTProx 0.4 6.3 0.4 1.8 7.6 4.1

(b) 100 sites
Change in acc., 10% → 30% participation

Birds Cars Flwrs Aircrft Textre CFAR
FedAvg -0.5 -0.8 0.6 -0.1 1.2 4
FedProx -0.4 -2 3.7 2.1 -0.6 0
MOON 1.5 2.9 -0.5 -0.3 -0.1 2.8

FedAdam 2 14.9 -0.9 0.6 0.4 5
FedNova 0.3 -0.5 4.3 -0.7 -0.6 -0.3

IST 2.3 7.3 -1.7 0.1 0.1 6.2
ISTProx 3 6.3 -0.9 3 1.3 2.2

Table 3: Observed change in accuracy, computed as “(%
correct with fewer sites) - (% correct with more sites)”,
when active sites increases. Red indicates negative change.

20), Aircraft (100, 2, 15), Stanford Cars (196, 4, 20), Flow-
ers (102, 3, 15), Textures (47, 1, 9), and CIFAR100 (100, 1,
13). This matches the realistic case where each site has ac-
cess to only a few of the classes, and from this limited local
information, an accurate global model must be constructed.
Results are shown in Table 2.

6.2. Discussion

Probably the single most interesting finding is that for
a highly-skewed situation, there seems to be divergence in
performance, depending upon the data set. The two IST
methods seem to perform best overall, with either IST or
ISTProx being the superior option in terms of final accu-
racy, FLOPs, or communication for four of the six data sets.
However, IST does relatively poorly on the venerable CFAR
data set. CFAR is a somewhat strange benchmark, as the
images are tiny (32 × 32) and widely varied within the data
set, and both IST variants have problems with this. Never-
theless, it is a good stress test. Note that in the two cases
where IST does not do the best, it is either simple FedAvg
or FedProx that is the best performer. One of the most sur-
prising findings is that FedAvg dominates all other methods
in all metrics (accuracy, FLOPs, communication) on Cars.

Overall, across the two experiments (i.i.d. and skewed),
we find that adding a proximal term to FedAvg (to obtain
FedProx) seems to have little effect on accuracy, but does

(a) 1000 sites
Change in comm., 2% → 6% participation

Birds Cars Flwrs Aircrft Textre CFAR
FedAvg 3.02 2.41 2.53 4.28 2.25 2.07
FedProx 2.76 NA 2.34 2.98 2 2.12
MOON 2.78 0.88 2.52 2.91 2.28 2.11

FedAdam NA NA 0 NA NA NA
FedNova 2.6 3.81 2.43 3.73 2.77 3.12

IST 1.41 0 1.07 1.95 1.03 NA
ISTProx 1.29 NA 1.15 2.2 0.48 NA

(b) 100 sites
Change in comm., 10% → 30% participation

Birds Cars Flwrs Aircrft Textre CFAR
FedAvg 0.65 NA 1.97 0.24 1.24 0
FedProx ∞ 3.13 2.82 6.43 1.75 2.41
MOON ∞ NA 1.27 NA 5.31 7.39

FedAdam NA NA 1.29 NA 2.23 2.89
FedNova 0.3 -0.5 4.3 -0.7 -0.6 -0.3

IST ∞ NA 1.09 ∞ 2.73 6.44
ISTProx NA NA NA NA NA NA

Table 4: Multiplicative change in communication when
tripling the number of active sites. Red text indicates more
than a 3× increase; black indicates less than a 3× increase.
“NA” indicates the case when there was a FAIL in both
bases. ∞ indicates a change from non-fail to a FAIL, and 0
indicates a change from FAIL to non-fail.

speedup convergence, both in terms of reducing communi-
cation and FLOPs. However, IST seems to be the best per-
former overall, allowing for significant reductions in com-
munication and FLOPs. The addition of a proximal term
does not seem to help IST much. The other methods tested
all seem to under-perform.

6.3. FL, Approximating Centralized Learning

How does the training process for a method (such as Fe-
dAvg and FedProx) that trains the entire model at each site
and then reconciles the various versions of the model, com-
pare with IST, which avoids this through decomposition?

To examine, we centrally train a model from initial-
ization through convergence using min-batch gradient de-
scent, obtaining model parameters Mi for the ith train-
ing epoch. Then, using FL, we start training in a feder-
ated setting from Mi for some number of communication
rounds, to obtain new model parameters M̂i. We refer to
the set of model parameters we would have obtained af-
ter processing exactly the same set of data centrally, via
a series of mini-batches, as M∗

i . Then the cosine sim-
ilarity of the directions both methods move, defined as
(M̂i − Mi) · (M∗

i − Mi)/(||M̂i − Mi|| × ||M∗
i − Mi||),
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shows the utility of FL as an approximation for centralized
learning. Cosine similarity close to one means FL and cen-
tralized training move in the same direction. Zero implies
de-correlation.

Some results obtained in this way are plotted in Figure
2, where we consider FedAvg, FedProx, IST, and ISTProx.
These plots depict this cosine similarity as a function of
the training epochs. We plot running averages to smooth
the data. The top three plots are for Cars, the bottom three
Flwrs. The results for identically distributed data are at left,
whereas skewed data are in the center, and at the right.

FedAvg and FedProx are shown to approximate the cen-
tralized gradient descent direction well early on, but the
similarity drops after initial training. This makes sense, as
initially, with a random initialization, learning is “easy” as
the model is far from optimal. In the i.i.d. case FedAvg
and FedProx perform well. But in the skewed case, af-
ter the initial training period, similarity to the centralized
training direction drops. IST seems more well-behaved,
with less variance. Especially considering how well the
methods approximate the direction of centralized training
through twenty rounds on skewed data (the right column),
the IST-based methods seem to do better. This is espe-
cially pronounced for the Flwrs data set through the first
20 epochs, where IST averages a similarity of 0.035, com-
pared to 0.01 for the averaging-based methods. Perhaps
this is due to the high variance of the directions computed
by FedAvg and FedProx—as estimators for the centrally-
predicted direction—compared to IST. Examining why this
is deserves further investigation in future work.

7. Varying Sites and Connectivity

7.1. Setup

All of our experiments thus far have focused on the sim-
ple case of 100 sites, where at each communication round,
10% of the sites are connected. We now ask: how do things
change when the number of sites changes and/or the number
of sites connected at each communication round changes?
Keeping all of the other settings the same, we try 1000 sites,
with either 2% or 6% of the sites connected at each com-
munication round, and 100 sites, with either 10% of 30% of
the sites connected at each round. Due to space constraints,
we consider accuracy and communication here, and provide
further results of these experiments in the appendix. In Ta-
ble 3, we show the absolute change in percentage accuracy
moving from 2% to 6% connectivity, and from 10% to 30%
connectivity. In Table 4, we show the multiplicative change
in communication required. Note that, as we increase the
number of active sites by 3×, we might expect a 3× in-
crease in communication if the same number of communi-
cation rounds are required. If fewer rounds are required, we
would see an increase that is less than 3×.

7.2. Discussion

FedAdam, IST, and ISTProx are generally helped a bit
by increasing participation. But for the other methods, the
results obtained by increasing participation rates are mixed,
with a surprising number of red values in both Table 3 and
Table 4, indicating a decrease in accuracy or communica-
tion efficiency via the addition of extra active sites. In addi-
tion, it seems that the increase from 2% participation to 6%
participation is much more helpful than 10% to 30%.

The lack of clear benefit to increasing the rate of partic-
ipation is not surprising in retrospect. Aside from FedFull,
each of the methods was able to run to convergence in the
allotted FLOP/communication budget. The central question
becomes: can we run to convergence in fewer rounds by do-
ing more work in each round? This seems very unlikely,
as this is akin to increasing the batch size in centralized
learning, and expecting a significant decrease in the num-
ber of batches required for convergence. There is typically
some decrease in the number of batches with increasing
batch size, but it often is not significant. In reconciliation-
based methods, this may be particularly inefficient as local
training rounds cause the active sites to diverge and simply
makes it more difficult to reconcile them. IST may have
another advantage in that regard, in that more active sites
does not increase communication for IST, it simply means
that each site gets less of the full model. As long as each
site can tolerate local learning using a smaller model (due
to partitioning more ways), the learning may benefit from
seeing a greater variety of data in each round. This cer-
tainly seems to be the case in when moving from 2% to 6%,
which benefits IST.

8. Conclusion

We have designed a set of experiments to evaluate FL
methods. Among the issues considered were what were the
appropriate evaluation metrics (accuracy alone makes little
sense), whether to use a pre-trained backbone, and the ef-
fect of connectivity on the efficiency of the learning. We
find that overall, the method of decomposition of a neural
network into independent subnetworks seems to be the best
option. This has the benefit of decreasing communication
and computation compared to “reconciliation-based” meth-
ods that train a copy of the model at each site, as the model
is sharded, rather than broadcasted.
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