Phasic Content Fusing Diffusion Model with Directional Distribution Consistency for Few-Shot Model Adaption
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Abstract

Training a generative model with limited number of samples is a challenging task. Current methods primarily rely on few-shot model adaption to train the network. However, in scenarios where data is extremely limited (less than 10), the generative network tends to overfit and suffers from content degradation. To address these problems, we propose a novel phasic content fusing few-shot diffusion model with directional distribution consistency loss, which targets different learning objectives at distinct training stages of the diffusion model. Specifically, we design a phasic training strategy with phasic content fusion to help our model learn content and style information when $t$ is large, and learn local details of target domain when $t$ is small, leading to an improvement in the capture of content, style and local details. Furthermore, we introduce a novel directional distribution consistency loss that ensures the consistency between the generated and source distributions more efficiently and stably than the prior methods, preventing our model from overfitting. Finally, we propose a cross-domain structure guidance strategy that enhances structure consistency during domain adaption. Theoretical analysis, qualitative and quantitative experiments demonstrate the superiority of our approach in few-shot generative model adaption tasks compared to state-of-the-art methods. The source code is available at: https://github.com/sjtuplayer/few-shot-diffusion.

1. Introduction

Deep generative models\textsuperscript{[8, 9]} have achieved significant success in image generation tasks in recent years\textsuperscript{[39, 33]}. However, when the number of samples is limited, i.e., under few-shot image generation, they still suffer from the problem of overfitting. Most of the few-shot generative models are based on Generative Adversarial Networks (GANs)\textsuperscript{[8, 2, 5, 15, 30]} using few-shot model adaption. Some existing works have attempted to mitigate the overfitting problem through regularization or data augmentation\textsuperscript{[14, 36, 26, 41, 42]}, but still face difficulties when the samples are extremely limited (less than 10). Recently, IDC\textsuperscript{[20]} and RSSA\textsuperscript{[31]} propose new cross-domain consistency loss functions to maintain similarity between the generated and original distributions and demonstrate promising results. However, due to the inherent limitations of GAN’s architecture and generation process, there is still room for improvement for these methods in terms of preserving content information and enhancing image quality.

Over the last few years, diffusion models\textsuperscript{[9]} have shown great success in image generation and have surpassed GAN model in sub-tasks like text-to-image synthesis and image inpainting\textsuperscript{[23]}. Especially, the flexible controlling process and good generation quality of diffusion models can help enhance the content information and structure consistency during domain adaption and are suitable for few-shot image generation task, which inspires us to study few-shot diffusion generation. However, training few-shot diffusion
model faces the following problems: (1) diffusion model tends to overfit with limited number of samples as GANs do; (2) simply training diffusion model with the few-shot loss functions in GAN [20, 31] leads to failed style transfer at the detail learning stage (t small), causing unsuccessful style capture as Fig. 1 shows; (3) the existing loss in few-shot GAN adaptation only constrains the pairwise distances of generated samples in target and source domains to be similar, leading to distribution rotation during training process, which may cause unstable and ineffective training. 

To solve these problems, we propose a novel few-shot diffusion model that incorporates a phasic content fusing module and a directional distribution consistency loss to prevent overfitting and maintain content consistency. Specifically, we first design a phasic training strategy with phasic content fusion module, which integrates content information into the network and explicitly decomposes the model training into two stages: learn content and style information when t is large, and learn local details in the target domain when t is small, preventing our model from confusion between content and target-domain local details effectively. Then, with a deep analysis on existing few-shot losses [20, 31], we propose a novel directional distribution consistency loss which can avoid the distribution rotation problem during training and better keep the structure of generated distribution, improving the training stability, efficiency and solving the overfitting problem. Finally, we design a cross-domain structure guidance strategy to further integrate structural information during inference time, resulting in improved performance in both structure preservation and domain adaptation.

Extensive qualitative and quantitative experiments show that our model outperforms the state-of-the-art few-shot generative models in both content preservation and domain adaptation. Moreover, through theoretical analysis, we also prove the effectiveness of our directional distribution consistency loss and the cross-domain structure guidance strategy in terms of distribution and structure maintenance.

Our contributions can be summarized into three aspects:

- We propose a novel phasic content fusing few-shot diffusion model, which learns content and style information when t is large, and learns local details when t is small. By incorporating the phasic content fusion module, our model excels in both content preservation and domain adaptation.

- We design a novel directional distribution consistency loss, which can effectively avoid the distribution rotation problem during training and better keep the structure of generated distribution. It has been theoretically and experimentally proved that the directional distribution consistency loss can maintain the structure of generated distribution in a more effective and stable way than the state-of-the-art methods.

- An iterative cross-domain structure guidance strategy is proposed to further integrate structural information during inference time, and has been demonstrated to achieve superior structure preserving performance in domain translation.

2. Related Works

**Diffusion Model.** Denoising diffusion probabilistic models (DDPM) [9] has achieved high-quality image generation without adversarial training [37, 38]. The key point of diffusion model is that assume forward process as Markov process that gradually adds noise to input image and use neural network to predict added noise to complete backward process and image reconstruction.

Given a source data distribution \( x_0 \sim q(x_0), \beta_t \in (0, 1) \), diffusion model defines the forward process by:

\[
q(x_1, \ldots, x_T | x_0) := \prod_{t=1}^{T} q(x_t | x_{t-1}), \quad q(x_t | x_{t-1}) := \mathcal{N}(x_t; \sqrt{1 - \beta_t}x_{t-1}, \beta_t I).
\]

And the backward process is approximated through a neural network to generate an image from the Gaussian noise \( X_T \sim \mathcal{N}(0, I) \) iteratively by:

\[
p_\theta(x_{t-1} | x_t) := \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t), \Sigma_\theta(x_t, t)),
\]

where \( \mu_\theta(x_t, t) \) and \( \Sigma_\theta(x_t, t) \) (setted as a constant in DDPM [9]) are predicted by the neural network.

To further improve the diffusion model, recent works have made great progress in accelerating denoising process [24] and improving generation quality [18, 6]. With flexible controlling ability of sampling process in diffusion model, it has also been employed in different sub-tasks of image generation like image-to-image translation and text-to-image generation, achieving an overwhelming performance [22, 16, 13, 25, 40]. These applications show great potential of diffusion model in conditional image generation, but they all face the overfitting problem when the training samples are limited. And there is still a lack of diffusion models which focusing on scenarios with few-shot training samples. Thus, we propose a novel few-shot diffusion model with phasic content fusion and directional distribution consistency loss which can avoid overfitting problem and keep content information well.

**Few-shot Image Generation.** The goal of few-shot image generation is to produce high-quality and diverse images in a new domain with only a small number of training data. Directly fine-tuning a pre-trained GAN is a common and straightforward approach [2, 5, 15, 30]. However, this
often leads to model overfitting if the entire network is fine-tuned. Researchers have found that modifying only part of the network weights [17, 30] and using different types of regularization [14, 36], along with batch statistics [19] can prevent overfitting. Data augmentation techniques have also been utilized to increase the amount of training data and enhance the robustness of the generative model [26, 41, 42]. But it’s still hard for these models to train on a dataset with less than 10 samples. Recently, IDC [20] and RSSA [31] introduced two new loss functions to keep the structure of the generated distribution. However, there is a lack of analysis on the proposed loss functions, which can be further improved and they also face the problem of content missing due to the lack of content maintenance. To solve these problems, we take a deep insight into loss functions in IDC and RSSA and propose a novel directional distribution consistency loss, which can be further improved. Researchers have found that modifying only part of the network weights during training. Lastly, by employing our iterative cross-domain structure guidance strategy during training, our model effectively maintains the structure in source image, enhancing consistency of generated and input images.

3. Method

We propose a novel few-shot diffusion model with phasic content fusion and effective directional distribution consistency loss. Given a diffusion model \( \epsilon_A \) pretrained on source domain \( A \), we train a few-shot diffusion model \( \epsilon_B(x_t, t) \) on target domain \( B \), using \( \epsilon_A(x_t, t) \) as initialization. During inference stage, our model takes an image \( x^A \) from source domain \( A \) as input, we first sample the start point \( x_0^A \) through the forward process \( q(x_0|x_0) \) (adds Gaussian noise). Then, with our few-shot diffusion model \( \epsilon_B(x_t, t) \) trained on target domain, we iteratively predict \( x_{t-1}^B \) from \( x_t^A \) by the denoising process \( p_B(x_{t-1}|x_t) \) to get the final output \( x^{A\rightarrow B} = x_0^A \), which is transferred to the target domain and keeps original content information of \( x^A \).

To better learn the content in source domain and local details in target domain, we explicitly decompose the training process into two stages: the first stage learns content and style information at \( t\)-large and the second stage learns target-domain local details at \( t\)-small. Additionally, we introduce a phasic content fusion module, which adaptively incorporates content information into our model based on the current learning stage \( t \), resulting in improved capture of content information. Moreover, to solve the overfitting problem, we propose a novel directional distribution consistency loss, which uses directional guidance to enforce the structure of the generated distribution to be similar to source distribution, while the center close to that of the target distribution, and effectively avoids distribution rotation during training.
3.1. Training with Phasic Content Fusion

**Phasic Training Strategy.** Diffusion model learns different information in different training stages according to time step \( t \) [4], i.e., learn contents at \( t \)-large while learn details at \( t \)-small. When \( t \) is small, it’s hard to change both the content and style. Therefore, directly training diffusion model with the loss function in few-shot GAN [20, 31] leads to failure in style transfer at \( t \)-small, causing inaccurate capture of style[43] as Fig. 1 shows.

To solve this problem, we expect our diffusion model to capture the content and style information at \( t \)-large, while only learn the local details of target domain at \( t \)-small (as Fig. 3 shows). We decompose the training into two stages, i.e., \( t \)-large stage to learn content and style, and \( t \)-small stage to learn local details of target domain. To accomplish this goal, we first design a two-path training framework: apart from the training path on target domain, we introduce another training path that incorporates source domain images to provide content guidance and better learn the content at \( t \)-large. Then we introduce a shifted sigmoid function \( m(t) = \frac{1}{1 + e^{-2(t-\tau)}} \) and a weighting function \( w(t) = 1 - (\frac{t}{\tau})^\alpha \), and integrate them into the model structure and loss functions to enforce larger weight to content and style related learning at \( t \)-large, and larger weight to target domain local details learning at \( t \)-small.

**Phasic Content Fusion Module.** For the training path that incorporates source domain images to better learn content at \( t \)-large, the inputs contain both noised image \( x_t \) and source image \( x_A \), where the latter is used to supplement the missing content in \( x_t \) when \( t \) is large. We propose a novel content fusion module to adaptively fuse the content of \( x_A \) into our model with \( m(t) \) as weight, i.e., more content is fused when \( t \) is large.

Specifically, the phasic content fusion module is based on the UNet in diffusion model. We employ the UNet encoder to extract image features \( E(x_A) \) and \( E(x_t) \). Since content is learnt more in the beginning denoising steps \( (t \)-large), the influence of content in \( x_A \) should be increased when \( t \) is large and lowered when \( t \) is small. We accomplish this goal by adaptively fusing the content feature \( E(x_A) \) and noise \( z \) using \( m(t) \) as the weight for content, i.e., \( \hat{E}(x_A) = m(t)E(x_A) + (1-m(t))z \). Then, we further fuse \( \hat{E}(x_A) \) with \( E(x_t) \) using several convolution blocks to get the fused feature \( \hat{E}(x_A, x_t) \). At last, we feed the fused feature to UNet decoder to predict the noise \( \epsilon_t \) and obtain \( x_{t-1} \), which contains the enhanced content information.

3.2. Directional Distribution Consistency

In this section, we introduce our training losses to keep structure of generated distribution and transfer the style.

**Directional distribution consistency loss.** In the few-shot scenario, model is highly susceptible to overfitting. To cope with overfitting, IDC [20] and RSSA [31] propose new loss functions to maintain the structure of generated distribution by constraining the similarity between source and generated distributions in a training batch. We theoretically prove that the final goal of their loss functions is to keep the structure and scale of the generated distribution the same as the source distribution, while sharing the same center with target distribution (refer to Appendix). However, although they can avoid the generation drift problem, they only require the pairwise distances of generated samples in target and source domains to be similar, which leads to distribution rotation during the training process as Fig. 4 shows, and may cause unstable and ineffective training.

To avoid distribution rotation during training, we propose a new directional distribution consistency loss (DDC). Compared to the existing loss functions, our DDC loss in-
introduces a directional guidance to directly optimizes the final goal (distribution structure maintenance and center movement), which avoids the generated distribution from rotation and improves the training efficiency.

Specifically, given the source dataset $A = \{x_A^1, \ldots, x_A^n\}$ and target dataset $B = \{x_B^1, \ldots, x_B^m\}$, we extract the image features by image encoder $E$ for each dataset. Then we compute the cross-domain direction vector $w$ from the center of source domain to the center of target domain in feature space by:

$$w = \frac{1}{m} \sum_{i=1}^{m} E(x_B^i) - \frac{1}{n} \sum_{i=1}^{n} E(x_A^i).$$  

(3)

We leverage the directional vector $w$ to constrain the structure of the generated distribution to match that of original distribution, while also ensure its center coincides with that of the target distribution, by the following directional distribution consistency loss:

$$\mathcal{L}_{DDC} = \|E(x^A) + w, E(x_0^{A-B})\|^2,$$  

(4)

where $x^A$ is the source image and $x_0^{A-B}$ is the output image in target domain. Through this loss, we explicitly enforce consistency of the spatial structure between the generated and original distributions during domain adaptation (as Fig. 4 shows).

We employ CLIP as the encoder $E$ to embed the images, since CLIP has been proved to be an effective encoder to extract features from different domains [27], which can help distinguish between the domain-specific and domain-independent features.

**Style loss.** To better capture the style information, we adopt a style loss which averages the Gram matrix [7] based style difference between our generated image $x_0^{A-B}$ and target images $B = \{x_B^1, \ldots, x_B^m\}$ by:

$$\mathcal{L}_{style} = \frac{1}{m} \sum_{i=1}^{m} \sum_{l} w_l \|G_l(x_0^{A-B}) - G_l(x_i^B)\|^2,$$  

(5)

where $G_l$ is the Gram matrix and $m \leq 10$.

**Diffusion Loss.** At last, we inherit the loss function in DDPM [9] to help train our diffusion model on the target domain $B$ without the content fusion module:

$$\mathcal{L}_{diff} = \|\epsilon(x_i^B, t) - e\|^2.$$  

(6)

**Total loss.** With the above three loss functions, the final loss function $\mathcal{L}$ is calculated by:

$$\mathcal{L} = m(t)(1 - w(t))(\lambda_{DDC}\mathcal{L}_{DDC}(x^A, x_0^{A-B}) + \lambda_{style}\mathcal{L}_{style}(x_0^{A-B}, x^B)) + w(t)\mathcal{L}_{diff}(x^B),$$  

(7)

where $A$ are the hyperparameters, $m(t)$ is the shifted sigmoid function and $w(t)$ is the weight balancing function.

### 3.3. Iterative Cross-domain Structure Guidance

Our proposed phasic content fusion module in the network can help keep the content information well. But there is still a room to improve the preservation of local structures in the source image during the inference stage. We propose a novel iterative cross-domain structure guidance strategy (ICSG), which constantly enhances the local structures and keeps the style unchanged during the denoising process.

ILVR [3] proposes a conditioning method to generate images with similar semantics to a reference image, where the downsampled image $\phi_N(x_0)$ of the generated image $x_0$ is pulled close to the downsampled image $\phi_N(y)$ of the reference image $y$ ($\phi_N$ is a linear low-pass filter). At each time step $t$, ILVR denoises $x_t$ to $x_{t-1}$ with a local condition where $\phi_N(x_{t-1})$ and $\phi_N(y_{t-1})$ are similar: $x_{t-1} = x_{t-1} + \phi_N(y_{t-1}) - \phi_N(x_{t-1})$, $x_{t-1} \sim p_\theta(x_{t-1} | x_t)$

We can apply ILVR to our task by using the source image $x$ as the reference image. But since the target domain is different in style from the source domain, directly applying ILVR leads to shifted style (Fig. 5).

To address the above problem, we propose our iterative cross-domain structure guidance strategy (ICSG) as Fig. 5 shows. In our case, the reference image $y$ is a source image $x$. Instead of directly sampling $y_{t-1}$ via the forward process $q(y_{t-1} | y_0)$, we obtain a target domain style $y_{t-1}^B$, by first sampling $y_t \sim q(y_t | y_0)$ and then translating it to target domain $y_{t-1}^B$ by using our trained diffusion model $p_\theta(y_{t-1} | y_0)$. We then enforce structure similarity between $\phi_N(x_{t-1})$ and $\phi_N(y_{t-1}^B)$ by:

$$x_{t-1} = x_{t-1} + \phi_N(y_{t-1}^B) - \phi_N(x_{t-1}), x_{t-1} \sim p_\theta(x_{t-1} | x_t),$$  

(8)
Compared to ILVR, our ICSG can eliminate the interference from source style and better preserve the structure.

We further enhance the target domain style of \( y_t^{B-1} \) by iteratively applying a Style Enhancement (SE) module, which repeats the following steps: (1) compute \( y_0^B \) from \( y_{t-1}^B \) by \( p_\theta(y_0^B|y_{t-1}^B) \) with \( \epsilon_\theta(y_0^B, t) \) in last \( p_\theta(y_1^B|y_0^B) \), (2) add \( t \)-step noise into \( y_0^B \) to get new \( y_t^B \sim q(y_t^B|y_0^B) \), and (3) denoise \( y_t^B \) to \( y_{t-1}^B \) by our model \( p_\theta(y_{t-1}^B|y_t^B) \). We apply the Style Enhancement (SE) module for \( M \) times (\( M \) depends on the style gap between source and target domain) until \( y_t^{B-1} \) is fully transferred to the target domain style.

### 4. Experiments

#### 4.1. Experiment Settings

We compare our model with the existing few-shot generation models: FreezeD [17], MineGAN [29], IDC [20] and RSSA [31], where IDC and RSSA are the state-of-the-art method. For a fair comparison, we employ StyleGAN2 [12] as the backbone for all these methods. Moreover, to validate the effectiveness of our method, we fine-tune a diffusion model which shares the same settings as ours.

We conduct experiments on two datasets: (1) Flickr-
Table 1. Quantitative comparison on IS, IC-LPIPS and SCS with different source and target domains. Our model outperforms the existing methods in both generating quality (higher IS) and diversity (higher IC-LPIPS and SCS).

Evaluation protocols. We employ three metrics to evaluate model performance: (1) IS: Inception Score [1] measures the high resolution and diversity of images by calculating the information entropy of the generated images. (2) IC-LPIPS: Intra-cluster pairwise LPIPS distance [20] first classifies generated images into \( k \) clusters according to their LPIPS distance to the \( k \) target samples. By averaging the mean LPIPS distance to the corresponding target samples in each cluster, a higher IC-LPIPS indicates a better generation diversity. (3) SCS: Structural Consistency Score [31] first extracts edge maps of pairwise source and generated images by HED [32] and then measures the mean similarity score between them. Higher SCS indicates better spatial structural consistency between source and generated distribution, leading to higher diversity of generated images.

4.2. Performance Evaluation

**Qualitative Evaluation.** We first compare the visual quality of the generated images on sketch domain. We randomly sample 5 source images from the offered latent code in IDC [20] and 5 images from CelebA-HQ [10]. Fig. 6 shows the comparison results. It can be seen that FreezeD, MineGAN and the fine-tuned diffusion model are all over-fitted whose results have poor relation to the source images. Both IDC and RSSA can keep part of features in the source images, but there are still some content missing, especially when dealing with CelebA-HQ images. Compared to them, our method keeps the content well while translating images to the target domain.
To further validate the effectiveness of our model, we compare our model with the state-of-the-art method: IDC and RSSA on more datasets. Besides sketches, we conduct experiments on cartoon and Van Gogh painting with the pre-trained model on FFHQ in Fig. 7. And we also compare the performance when translating from LSUN church to haunted houses and village painting by Van Gogh in Fig. 8. All the results show that our model can maintain the content information and translate the domain well.

Quantitative Evaluation. We quantitatively compare our model with the state-of-the-art methods on 5 domain adaption experiments: FFHQ to sketches, FFHQ to Cartoon, FFHQ to Van Gogh painting, LSUN Church to Van Gogh painting and LSUN Church to haunted house. We conduct the experiments on both 5-shot and 10-shot settings. Specifically, we first sample 1000 images from StyleGAN2 [12] as the source images and generate 1000 images in target domain by all the methods. Then we calculate the IS, IC-LPIPS and SCS on these generated images in Tab. 1. For the content keeping metrics IC-LPIPS, SCS and the generation quality metric IS, our model outperforms the existing methods in almost all experiment settings.

4.3. Analysis on the DDC Loss

In this section, we give a further insight in our DDC loss. We randomly sampled 1000 images from StyleGAN2 and translate them to the cartoon domain with our method and IDC [20]. To validate that our generated distribution is more similar to source distribution, we employ t-SNE to visualize the distributions of the source images (blue), target 10-shot cartoon images (red), our generated images (green) and IDC generated images (cyan) in Fig. 9. It can be seen that our generated distribution translates the domain well since the target images are all located in it and they share a close distribution center. The visualization result validates that our DDC loss can help the few-shot generative model to translate the distribution center and maintain the structure well.

4.4. Ablation Study

To evaluate the effectiveness of our proposed methods, we conduct ablation study on the phasic content fusion module (PCF), directional distribution consistency loss (DDC) and the iterative cross-domain structure guidance strategy (ICSG) on cartoon. We train three networks: (1) with PCF only; (2) with DDC only and (3) with both PCF and DDC. Then, we sample 1000 images from the three models with or without ICSG respectively. We calculate IS, IC-LPIPS and SCS metrics for these generated images and summarize them in Tab. 2 and show the visualization comparison in Fig. 10. It can be seen that each of our proposed module is effective in either content preservation, domain translation or generation diversity.

5. Conclusion

In this paper, we propose a novel phasic content fusing few-shot diffusion model with directional distribution consistency loss, achieving a good performance in content preservation and few-shot domain adaption. Moreover, we propose a new iterative cross-domain structure guidance strategy which can keep the structure consistency during domain translation. Extensive quantitative and qualitative experiments show the effectiveness of our model in few-shot image generation.
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