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Abstract

Semi-supervised Learning (SSL) has received increasing
attention in autonomous driving to reduce the enormous bur-
den of 3D annotation. In this paper, we propose UpCycling,
a novel SSL framework for 3D object detection with zero
additional raw-level point cloud: learning from unlabeled
de-identified intermediate features (i.e., “smashed” data)
to preserve privacy. Since these intermediate features are
naturally produced by the inference pipeline, no additional
computation is required on autonomous vehicles. However,
generating effective consistency loss for unlabeled feature-
level scene turns out to be a critical challenge. The latest SSL
frameworks for 3D object detection that enforce consistency
regularization between different augmentations of an unla-
beled raw-point scene become detrimental when applied to
intermediate features. To solve the problem, we introduce a
novel combination of hybrid pseudo labels and feature-level
Ground Truth sampling (F-GT), which safely augments unla-
beled multi-type 3D scene features and provides high-quality
supervision. We implement UpCycling on two representative
3D object detection models: SECOND-IoU and PV-RCNN.
Experiments on widely-used datasets (Waymo, KITTI, and
Lyft) verify that UpCycling outperforms other augmentation
methods applied at the feature level. In addition, while pre-
serving privacy, UpCycling performs better or comparably to
the state-of-the-art methods that utilize raw-level unlabeled
data in both domain adaptation and partial-label scenarios.

1. Introduction
Although the concept of Autonomous Vehicles (AVs) has

been around for years, ensuring the safety of users driving
AVs on real roads via 3D object detection models is still
challenging. To this end, there have been continuous efforts
to collect large datasets of 3D road scenes and annotate them
carefully [11, 14, 38]. While rapid advances in sensor tech-
nology facilitate the collection of 3D scenes at scale, the
severe annotation burden remains as a main challenge. To

(a) Raw-point data (b) Feature data produced from
the 3D object detection network

(c) Original point cloud scene (d) Restored point cloud scene
using the inversion attack

Figure 1: Visualization of point cloud scenes. UpCycling
improves level of privacy protection since an original point
cloud scene cannot be restored from its intermediate feature.

alleviate the problem, a couple of semi-supervised learning
(SSL) methods for 3D object detection have been proposed
recently, such as a combination of perturbation and con-
sistency loss [51] and confidence-based filtering using IoU
prediction results [45].

However, these methods learn from unlabeled raw 3D
scenes. Collecting a vast amount of raw-level road scenes
from AVs can potentially cause disclosure of sensitive pri-
vate information on the roads [10, 25, 48]. Moreover, the
demand for privacy-preserving domains is rapidly accelerat-
ing. The EU’s General Data Protection Regulation requires
firms to implement data protection measures, safeguarding
consumers’ privacy. This applies even to companies collect-
ing autonomous driving data [27]. In addition, as 2D images
can be restored from limited 3D data [28], it’s critical to
fundamentally secure raw 3D point data.

Given that the problem of potential privacy leakage from
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raw data collection exists in various applications, a number
of studies have tried to not deal with raw data directly. Going
beyond encrypting raw data [48], federated learning [12, 16]
makes each edge node consume its data locally to train the
model and share the model weights (or gradients) instead of
raw data. Split learning [12, 36, 42] designs edge nodes to
not share raw data but its intermediate feature (i.e., smashed
data) that comes from passing through early-stage layers of
the model. However, these approaches require local train-
ing [32, 35], which makes resource-constrained AVs suffer
more computation overhead. Given that AVs use significant
computing resources to process inference pipelines for 3D
detection during driving, such additional computation hin-
ders continuous model updates in natural driving conditions.

In this paper, we aim to address all the three issues: la-
beling cost, privacy, and AV-side computation overhead. To
ensure this end, we propose UpCycling, a novel SSL frame-
work that does not utilize unlabeled raw 3D scenes (Fig-
ure 1(a)) but de-identified, unlabeled intermediate features
(Figure 1(b)) to advance 3D object detection models. Since
an unlabeled intermediate feature is naturally produced dur-
ing a regular detection pipeline with the 3D scene, UpCycling
requires neither additional AV-side computation (e.g., local
training) nor server-side annotation burden. Further, sharing
features instead of raw 3D scenes improves the level of pri-
vacy protection as the detection pipeline includes nonlinear
layers and compression [5, 19, 33, 49, 53]. Because the pro-
cess in the nonlinear layers [43] is irreversible, the original
scene cannot be completely restored from its intermediate
feature. As depicted in Figures 1(c) and (d), the inversion at-
tack [8] attempted on the server side to restore the raw-point
data does not result in a successful restoration.1

To realize the advantages, UpCycling should provide an
effective feature-based SSL method for 3D object detection,
which involves two challenges: (1) augmenting unlabeled
intermediate features reliably to increase data diversity [15,
18] and (2) providing high-quality pseudo labels to supervise
these augmented features. The state-of-the-art (SOTA) semi-
supervised 3D object detection frameworks [45,51] generate
consistency loss between weak and strong augmentations
of a 3D point scene. However, the augmentation methods
targeting raw-level point clouds become detrimental when
applied at a feature level. This is because an intermediate
feature is a smashed form of its original 3D scene and has
multiple types depending on the 3D object detection models,
such as grid- and set-types. Therefore, naı̈ve application of
the point augmentation methods at a feature level damages
the important information in the 3D scene, which causes the
pseudo labels to suffer from significant noise.

To address the challenges, we propose high-quality hy-
brid pseudo labels and feature-level ground-truth sampling

1For further details, please refer to Section 5.3 and Supplementary
material where more comprehensive information is provided.

(F-GT). Combining these methods not only achieves sig-
nificant data diversity but also improves quality of pseudo
labels by adding zero-noise labels. We implement UpCycling
on two representative 3D detection models, PV-RCNN [33]
and SECOND-IoU [40],2 and perform various experiments
on three major datasets for AV applications, KITTI [11],
Lyft [14], and Waymo [38]. The results demonstrate the
effectiveness of UpCycling in both partial-label and domain
adaptation scenarios.

The contributions of this work are summarized as follows:
• UpCycling is the first framework that tackles labeling cost,

privacy leakage, and AV-side computation cost altogether
to train a 3D object detection model, which deeply investi-
gates how to learn from unlabeled intermediate features.

• UpCycling provides a fresh eye on GT sampling in the
context of SSL since it safely improves data diversity of
unlabeled feature-level 3D scenes and significantly im-
proves pseudo-label quality by providing zero-noise labels.

• UpCycling not only protects privacy but also performs bet-
ter or comparably to the SOTA methods in both domain
adaptation and partial-label scenarios, on representative
models and datasets for 3D object detection.

2. Related Work
Semi-supervised learning. SSL has been actively studied
in the context of image classification [18,26,37,39]. Most of
the recent SSL methods [15, 18, 26, 39] leverage consistency
regularization which trains the model to obtain consistent
prediction results across label-preserving data augmenta-
tion. In the SSL frameworks, proper data augmentation is
essential, which should significantly increase diversity effect
without losing consistency with the original data [4, 6]. Ac-
curate pseudo-labeling is another crucial element for SSL to
provide high-quality supervision for unlabeled data [20, 37].
While there have been only a couple of studies on SSL for
3D object detection [45, 51], data augmentation and pseudo-
labeling are still important. SESS [51] targets indoor 3D
object detection, leveraging a teacher-student architecture
that takes differently augmented 3D scenes as inputs and
utilizes three kinds of consistency losses between outputs.
3DIoUMatch [45] improves quality of pseudo labels with
confidence-based filtering in the IoU-guided NMS stage.
However, the SSL methods require direct access to a vast
amount of raw data, which causes potential privacy leakage.
Feature-level data augmentation. Data diversity can be
limited when augmenting only raw data. To further increase
diversity, feature-level data augmentation has been investi-
gated [2, 3, 21, 22, 44]. In image classification tasks, adding
Gaussian noise to feature-level data gains more data diver-
sity for training and domain generalization [21]. The work

2SECOND-IoU adds an IoU module to the original SECOND
model [49].
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Figure 2: Overview of the UpCycling framework. fu and {ỹu} refer to unlabeled feature data and detection results from AVs,
respectively. IoU and class confidence-based threshold filters detection results to obtain {ŷu}. GTs that do not overlap with
{ŷu} are sampled to form high-quality hybrid pseudo labels. To obtain data diversity, UpCycling augments the collected
unlabeled feature-level data fu with GT sampling (F-GT). The resulting augmented feature, fuaug, is supervised by the
high-quality hybrid pseudo labels.

in [2,3,22] resolves lack of data for specific classes by using
feature augmentation. Feature augmentation is also applied
to few-shot learning in NLP tasks [17]. To our knowledge,
however, feature-level augmentation has not been studied in
the context of semi-supervised 3D object detection.

Private representation learning. Private representation
learning [12, 16] aims to learn from various clients without
sharing their raw data, which heavily relies on local training
at resource-constrained clients. Federated learning designs
clients to not share any data but model weights or gradients
with the server. Due to the local computation burden for
training the whole model, federated learning methods [24,
31, 46] face significant hurdles in training large neural nets.
Split learning [12, 36, 42] is more similar to UpCycling in
that clients share intermediate features of local data with the
server. However, it still requires local training of early layers
of the model. Continuous communication burden during
training is another problem of these approaches.

3D object detection models. Main challenges in 3D object
detection come from the irregular and sparse positions of 3D
point clouds. To address the issues, some researches [29, 34]
opt for point-based methods that extract set-type features
by processing raw point clouds directly [30]. Other ap-
proaches [19,33,49,53] suggest voxel-based methods, which
first voxelize a point cloud and extract grid-type features with
3D convolution networks. Therefore, UpCycling should be
able to handle both grid- and set-type unlabeled features.

Specifically, we adopt two representative 3D object detec-
tors: voxel-based SECOND-IoU [40,49] and PV-RCNN [33]
that mixes point- and voxel-based methods.

3. Method
3.1. Problem Definition

Given a 3D point cloud scene x, we aim to detect a set of
3D bounding boxes and class labels for all objects in x, de-
noted as {y}. We perform this task under a new challenging
SSL scenario with unlabeled de-identified data: in contrast
to the regular SSL setting, unlabeled raw-level point clouds
are not available. Specifically, we have access to N training
samples, including N l labeled point clouds {xl

i, {yl
i}}N

l

i=1

and Nu unlabeled scenes in the form of intermediate feature
{fui }N

u

i=1. Here fu is the output of the backbone network for
an unlabeled point cloud xu.

3.2. UpCycling Framework
Figure 2 depicts the overall UpCycling framework incor-

porating server- and AV-side operations. For initialization,
the server trains a 3D object detection model on its labeled
data {xl

i, {yl
i}}N

l

i=1 and shares the pre-trained model with
AVs. UpCycling targets the latest 3D detection models with
an IoU module that returns confidence scores for bound-
ing box localization. In this paper, we apply UpCycling in
PV-RCNN [33] and SECOND-IoU [40]. PV-RCNN is the
representative IoU-aware model for 3D object detection and
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SECOND-IoU is a modified version of SECOND [49] with
addition of IoU module.

For autonomous driving, AVs continuously perform the
model’s detection pipeline for newly observed 3D scenes.
At the same time, to further update the model with more
3D scenes in diverse environments, each AV sends a new
3D scene xu’s intermediate feature fu to the server, which
serves as de-identified unlabeled training data. It is note-
worthy that zero additional computation is needed for the
de-identification since the feature naturally comes from pro-
cessing the 3D backbone network in the detection pipeline.
Each AV also sends the detection results {ỹu} to the server.

With the received features and detection results
{fui , {ỹu

i }}N
u

i=1, the server generates consistency loss in a
different way of the SOTA SSL methods on 3D object detec-
tion that utilize unlabeled raw-point scenes {xu

i }N
u

i=1 [45,51].
Specifically, given that supervising fu by using its detection
result {ỹu} again is meaningless, (1) proper augmentation
of fu and (2) high-quality pseudo labels are essential.

The SOTA methods on semi-supervised 3D object detec-
tion [45,51] take a teacher-student architecture [39] by using
random sampling (RS) for weak augmentation and both RS
and Flip for strong augmentation of a point cloud. However,
in our scenario where an input is an intermediate feature,
the augmentation methods significantly damage the origi-
nal scene. Instead, we propose feature-level ground-truth
sampling (F-GT) for feature augmentation, as illustrated in
Figure 2. Although ground-truth (GT) sampling has been
used as a point cloud augmentation method for supervised
3D object detection [5, 19, 33, 49, 53] and is known to pro-
vide at most fair performance improvement [13], we claim
that its impact can be more significant when it comes to
feature-level augmentation of an unlabeled 3D scene. This
is because F-GT tackles one of the most crucial issues for
successful SSL: improving the quality of pseudo labels for
unlabeled features by generating hybrid pseudo labels.

3.3. Hybrid Pseudo Labels
For effective SSL, we adopt F-GT to augment an unla-

beled scene feature fu and include the sampled GT labels
(zero-noise labels) in the pseudo-label set for the unlabeled
feature. By doing so, UpCycling constructs high quality hy-
brid pseudo labels.
Confidence-based pseudo-label filtering. First, inspired
by 3DIoUMatch [45], UpCycling screens the received de-
tection results {ỹu} by using each ỹu’s confidence scores
for both object classification and bounding box localiza-
tion. Assume that ⌧IoU and ⌧cls are thresholds for box lo-
calization and object classification, respectively. UpCycling
filters out a detection result if its class confidence or local-
ization confidence is lower than the given threshold, leaving
a set of high-quality pseudo labels, denoted as {ŷu}. The
confidence-based pseudo-label filtering is applied for more

accurate supervision.
Pseudo-label-aware GT sampling. When GT sampling
is applied for supervised learning, it first constructs a GT
database that consists of labeled 3D bounding boxes and
point clouds in the boxes, collected from the entire labeled
training set {xl

i, {yl
i}}N

l

i=1. To augment a labeled 3D scene
xl, GTs are sampled from the database and randomly placed
in the 3D scene. To avoid tampering with GT information, a
GT sample that overlaps with a ground-truth bounding box
in the original labeled scene is removed.

In contrast, our F-GT aims to augment an unlabeled 3D
scene feature fu without accurate box labels. Instead, given
that a set of high-quality pseudo labels {ŷu} is provided,
F-GT samples GTs that do not overlap with the pseudo labels.
Importantly, although the pseudo labels are filtered with
the two thresholds ⌧IoU and ⌧cls, these thresholds are set
moderately [45], enabling the pseudo labels to cover most
objects in the original scene xu; GT samples are likely to be
placed on the background of xu.
Hybrid pseudo-labels. To generate pseudo labels that super-
vise an augmented unlabeled feature fuaug , UpCycling merges
the high-quality pseudo-label set for the original feature fu,
{ŷu}, with the label set for the GT samples, {yGT }, result-
ing in a set of hybrid pseudo labels {ŷu} [ {yGT }. Given
that {yGT } are literally ground-truth labels with zero noise,
adding these labels to the pseudo labels enables powerful su-
pervision. Furthermore, generating the hybrid pseudo labels
does not need to execute the inference pipeline at the server,
since all GT labels are already given.

3.4. Feature-level 3D Scene Augmentation
Regarding F-GT, since the server does not have an origi-

nal unlabeled scene xu but only its intermediate feature fu, it
is impossible to directly place GT samples on the point cloud
scene. Instead, F-GT generates a separate point cloud input
that comprises only GT samples. The GT-only point cloud
passes through the model’s 3D backbone network, resulting
in a GT-only feature fGT . Note that while the 3D backbone
of SECOND-IoU generates only grid-type features, that of
PV-RCNN [33] generates both grid- and set-type features.
To this end, F-GT augments fu, grid- or set-type feature, as
follow:
Grid-type feature augmentation. As shown in Figure 2,
when fu and fGT are grid-type features, F-GT generates an
augmented feature by overwriting fu with fGT ; if a channel
on fGT has non-zero values, the fGT channel replaces that
in fu. Giving higher priority for fGT removes some informa-
tion included in fu. However, given that the GT samples take
up a tiny portion of an entire scene (i.e., most values in fGT

are zero), only a small number of values in fu are modified.
In addition, the removed information in fu is related to the
background since the sampled GTs are not overlapped with
pseudo labels, which does not harm model training.
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Figure 3: Feature-level scenes for three data augmentation
methods: Flip (1st row), Rotation (2nd row), and GT sam-
pling (3rd row). Feature-level scenes of raw-point level
augmentation are on the left. Feature-level scenes of feature-
level augmentation are in the middle. Heatmaps of RMSE
based on comparison between raw-level and feature-level
augmentation scenes are on the right.

Set-type feature augmentation. When an unlabeled feature
fu and a GT sample feature fGT are set types, each of them
consists of n represented points, denoted as fu = {fu

i }ni=1

and fGT = {fGT
i }ni=1, respectively. In this case, as illus-

trated in Figure 2, F-GT generates an augmented feature as
a point set, denoted as fuaug = {fu

aug,i}ni=1. To this end, we
first exclude the scene feature points fu

i that are in the GT
boxes, generating fu\GT . Then each feature point fu

aug,i is
randomly sampled from either fu\GT or fGT .

In doing so, it is important that the scene feature contains
much more information than the GT feature; for reasonable
augmentation, fuaug should include scene feature points more
than GT feature points. To determine proper sampling fre-
quency, we utilize the information in the grid-type feature
that is generated simultaneously with the set-type feature by
the 3D backbone network: how many values in the grid-type
feature for the scene and GT samples are non-zero. For
example, if the number of grid with non-zero values in the
scene and GT features (grid types) is 2000 and 50, respec-
tively, points in the augmented feature set fuaug is sampled
from fu\GT 400 times more than fGT .

3.5. Loss

The model’s detection head is trained to predict the hy-
brid pseudo labels for the augmented feature fuaug. Given
that our target models have an IoU module as well as a Re-
gion Proposal Network (RPN), the unlabeled loss L(fuaug)

Original Flip Rotation

! = #$%$&'()_$&+')!,%(+$,&(.!!, .!", ."!, ."")
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Figure 4: Conceptual images of feature-level augmentation
with Flip and Rotation.

Figure 5: RMSE between raw- and feature-level augmenta-
tions of the entire KITTI training dataset. Box range covers
the first quartile to the third quartile and the mark ‘⇥’ indi-
cates the mean value.

includes loss of each of the two modules as follows:

L(fuaug) =LRPN
loc ({ŷu} [ {yGT }) + LIoU

loc ({ŷu} [ {yGT })
+ LRPN

cls ({ŷu} [ {yGT }).
(1)

The exact calculation of the three terms depends on the
model architecture, following the calculation of supervised
loss. Assuming that a training batch consists of a set of
labeled scenes {xl} and a set of augmented features for unla-
beled scenes {fuaug}, the total loss for the batch is calculated
as below, where w is the unsupervised loss weight:

Ltotal = L({xl}) + wL({fuaug}). (2)

4. Analysis on 3D Scene Feature Augmentation
In this section, we take a deeper look into subtle feature-

level 3D scene augmentation. Specifically, we focus on
why widely-used point cloud augmentation methods damage
important information when applied at a feature level.

To this end, Figure 3 depicts activation heat maps of the
Bird-eye View (BEV) compression module in SECOND-
IoU when Flip, Rotation, and GT sampling are applied to
an example 3D scene covering x, y, z axis range 70.4, 80,
4 meters. The figure shows that in the cases of Flip and
Rotation, raw-level augmentation (i.e., flipping/rotating the
whole point cloud) and feature-level augmentation (i.e., flip-
ping/rotating the feature vector) result in significantly differ-
ent activations. In both cases, although the two activation
heat maps look similar at a glance, taking the difference
between the two causes errors that are widely spread over
the entire feature map. In contrast, when using GT sampling,
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raw- and feature-level augmentations provide similar activa-
tion heat maps. Although some errors exist, they are placed
in restricted areas where GT samples are inserted.

Figure 4 provides a visual illustration of Flip and Rota-
tion for feature augmentation. If a point cloud is voxelized
with each voxel producing its feature value, flipping/rotating
the feature vector is similar to flipping/rotating voxels. This
means that point locations are shifted not individually but in
groups, and the geometric relationship between intra-voxel
points is maintained; they are neither flipped nor rotated. In
the worst case, the group (voxel)-wise flipping causes a valid
car object to break apart, making its label detrimental to
training. Breaking the geometric relationship between points
on the background can also cause severe misinterpretation.
Similarly, the group-wise rotation breaks the geometric re-
lationship mildly and its bilinear interpolation creates the
errors, which is not proper for augmentation.

Figure 5 confirms our description by showing the aver-
age of root mean square error (RMSE) between raw- and
feature-level augmentations in the KITTI dataset. This plot
illustrates that feature-level Flip and Rotation severely dam-
age the original scene, in contrast to GT sampling, which
only produces minor errors.

5. Experiments
5.1. Experimental Setup
Scenarios. To demonstrate the effectiveness of UpCycling in
various practical situations, we conduct experiments in both
domain adaptation and partial-label scenarios. The domain
adaptation task is to adapt the model, which is trained on
abundant labeled data in the source domain, to an unseen
target domain that provides only unlabeled data. In the
partial-label scenario, the model is trained and tested in the
same domain but most of the training data is unlabeled.
Datasets. We choose three datasets widely used for de-
tection applications of AVs: Waymo [38], Lyft [14], and
KITTI [11]. Among the three, the Waymo dataset is the
most diverse and the largest in volume. The 3D scenes in
the Waymo dataset are captured in Phoenix, Mountain View,
and San Francisco, the US, under multiple weather and time
settings. The Lyft dataset is collected around Palo Alto, the
US, in clear weather in the daytime. The KITTI dataset is
collected in Karlsruhe, Germany, in clear weather during
the daytime. Due to regional characteristics, car sizes in
KITTI are different from those in Waymo and Lyft [47]. We
focus on car objects in this section and more details are in
the supplementary material.
Implementation details. When training a model with
UpCycling, we set the two filtering thresholds ⌧IoU and ⌧cls
to 0.5 and 0.4, respectively, and the weight for the loss
L({fu

aug}) is set as w = 1. We set the ratio of labeled
data to unlabeled data in a mini-batch to 1:2 and 1:1 for do-

Table 1: Effects of feature augmentation methods in a
partial-label scenario where the 3D object detection model
is SECOND-IoU and 10% training data is labeled in KITTI.

Policy # Fl
ip

N
oi

se

RS Sc
al

e

Ro
t.

F-
G

T AP3D

Easy Mod Hard
Baseline 70.58 56.00 47.94

1 X �16.31 �20.09 �19.79
2 X +0.03 +0.13 �1.23
3 X +2.47 �0.96 +0.63
4⇤ X X �11.69 �13.75 �13.32
5 X �15.16 �13.94 �11.50
6 X +4.80 +5.42 +7.96

UpCycling X +7.81 +7.87 +8.14

main adaptation and partial-label experiments, respectively.
Importantly, F-GT samples GT boxes only from the labeled
dataset: the source domain data in the domain adaptation sce-
nario and a small portion of labeled data in the partial-label
scenario. Lastly, UpCycling freezes the 3D backbone net-
work after training it on the labeled data to prevent the diver-
gence between an intermediate feature from the server’s 3D
backbone network and that collected from AVs. Therefore,
UpCycling updates only the detection head using unlabeled
feature-level data. More details are in the supplementary
material.

5.2. Effect of Feature Augmentation Schemes
First, we investigate feature augmentation deeply by

evaluating the superiority of F-GT, which is utilized for
UpCycling, to other augmentation schemes in a partial-label
scenario. To this end, we train SECOND-IoU on the KITTI
dataset when only 10% of its training data is labeled. Im-
portantly, given that the KITTI dataset is originally shuffled
regardless of place and time sequence, we rearrange it in
chronological order for each place to prevent the data leakage
between the labeled and unlabeled sets [1].
Comparison schemes. In this scenario, Baseline trains
the model using only the limited amount of labeled data.
Flip and RS are used in the SOTA SSL methods on 3D ob-
ject detection to augment raw-level 3D scenes [45, 51]. For
feature-level Flip, we place feature information to its sym-
metric position on the feature map. For feature-level RS, we
nullify randomly selected 5% of feature data. Combination
of feature-level Flip and RS is actually a feature-level variant
of the SOTA 3DIoUMatch [45], named F-3DIoUMatch.3
Noise is an existing feature augmentation method that adds
Gaussian noise, which is used for domain generalization of
image classification [21]. Scale refers to the random adjust-
ment of the overall size of a feature scene. When we scale
the feature scene, the scaling factor is randomly selected
from the range [0.95, 1.05]. Lastly, Rotation rotates the
feature with a degree randomly selected from [-45�, 45�]
and performs bilinear interpolation.

3Policy 4⇤ indicates F-3DIoUMatch.
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(a) Original raw-point scene (b) Restoration from the 1st layer

(c) Restoration from a middle
(3rd) layer

(d) Restoration from the last (5th)
layer, same as UpCycling

Figure 6: Results of inversion attack for the 3D backbone
model (5 convolutional layers) of SECOND-IoU and PV-
RCNN. The example 3D point cloud scene is in KITTI.

We conducted additional experiments on feature-level
Random Scaling, which reveals a considerable decrease of
13.9 in AP3D@Mod compared to the baseline model. We
will mention Random Scaling with the experimental results.
Result analysis. Table 1 shows each augmentation scheme’s
performance margin compared to Baseline in the partial-
label scenario. Flip and Scale significantly underperform
Baseline despite the use of much more (unlabeled) training
data, verifying that these feature-level augmentations dam-
age important information in 3D scenes. Both Noise and RS
have marginal impact on performance, showing that these
perturbation strategies do not result in meaningful data di-
versity. Combining Flip and RS (i.e., F-3DIoUMatch) still
performs worse than Baseline due to the negative effect of
Flip, which confirms that naı̈ve application of SOTA SSL
methods at a feature level does not work. Although Rotation
improves performance, our F-GT provides the lowest aug-
mentation errors (Figure 5) and thus the best performance in
all cases.

5.3. Privacy Protection of Feature Sharing
As neural network activations could be inverted to re-

construct input data [9, 23, 41], there could be concerns on
potential privacy leaks when sharing features. We investigate
whether an inversion attack can recover the grid-type feature
data generated from both the SECOND-IoU and PV-RCNN
backbone networks to the original point cloud. To this end,
we implement the inversion attack model using the decoder
method [8] that is widely used to evaluate whether a model
consisting of convolutional layers can be inverted [7, 52].4

4To the best of our knowledge, there has been no research that particu-
larly focuses on inversion attacks for 3D point clouds.

Table 2: Domain adaptation results with two target datasets:
KITTI and Lyft. Difficulty of the KITTI test dataset is set
as Moderate. Baseline is a pre-trained model with Waymo
whereas Oracle is trained with fully labeled target dataset.

Dataset Method SECOND-IoU PV-RCNN
APBEV / AP3D APBEV / AP3D

Lyft

Baseline 30.20 / 21.32 33.00 / 24.49
SN 28.38 / 19.25 33.44 / 25.64

ST3D 60.53 / 29.90 62.28 / 42.63
UpCycling 68.83 / 45.66 63.38 / 46.83

ST3D (w/ SN) 52.86 / 21.25 60.15 / 44.02
UpCycling (w/ SN) 65.10 / 49.24 63.58 / 49.35

Oracle 76.70 / 61.70 78.68 / 64.54

KITTI

Baseline 54.14 / 10.16 62.24 / 9.24
SN 60.80 / 37.30 60.08 / 38.86

ST3D 70.90 / 40.16 66.19 / 23.26
UpCycling 58.26 / 11.71 62.09 / 11.35

ST3D (w/ SN) 80.97 / 57.68 54.30 / 48.79
UpCycling (w/ SN) 84.12 / 67.65 85.90 / 61.12

Oracle 90.36 / 82.02 90.84 / 84.56

More details are in the supplementary material.
Result analysis. We conduct an inversion attack on the
3D backbone network in SECOND-IoU and PV-RCNN.5
Figures 6(b)-(d) present the restoration results for interme-
diate features at three different convolutional layers of the
backbone network: 1st, 3rd, and 5th (last) layers, respec-
tively. While the restored point cloud from the first layer is
relatively similar to the original scene (Figure 6(b)), it be-
comes significantly different when applied to deeper layers’
features (Figures 6(c) and (d)). As the number of nonlin-
ear layers increases, it becomes more difficult to accurately
restore the original data. Furthermore, restoring a point
cloud from its intermediate feature is particularly challeng-
ing since each raw point needs to be positioned precisely in
voxelized spaces. UpCycling utilizes unlabeled features at
the last (deepest) layer, making it impossible to accurately
recover the original scene from an intermediate feature. Sup-
plementary material contains more inversion examples.

5.4. Domain Adaptation Experiments
Although UpCycling offers privacy protection by using

only intermediate features, it is crucial to evaluate whether
it provides competitive detection accuracy compared to the
SOTA methods that use raw-level point clouds (Sections 5.4
and 5.5). In domain adaptation experiments, we use the
Waymo dataset as the source domain and the Lyft and KITTI
datasets as the target domains. The model is first pre-trained
on the source domain’s labeled data (called the baseline
model), adapted using unlabeled training data in a target
domain, and then tested on the target domain’s test data.
Comparison schemes. We compare UpCycling with various

5The 3D point cloud scene in Figure 6(a) is from KITTI dataset, and the
point cloud range covers the x, y, and z-axis ranges 17.6, 20, and 4 meters.
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Table 3: Partial-label scenario results with three portions of labeled data in the
KITTI dataset: 2%, 10%, 25%.

AP3D
2% 10% 25%

Easy Mod Hard Easy Mod Hard Easy Mod Hard

SECOND-IoU

Baseline 56.69 44.11 37.19 70.58 56.00 47.94 84.47 71.06 62.87
3DIoUMatch 63.57 49.58 43.00 71.76 57.01 50.08 81.71 68.51 60.92
improved (%) 12.13 12.39 15.62 1.67 1.80 4.47 -3.26 -3.59 -3.11

UpCycling 70.19 59.97 44.83 76.09 60.41 51.84 85.22 72.87 63.93
improved (%) 23.81 35.96 20.54 7.81 7.87 8.14 0.89 2.55 1.69

PV-RCNN

Baseline 68.10 53.27 46.20 81.23 68.67 60.32 87.63 76.03 68.62
3DIoUMatch 81.04 65.77 58.83 85.26 70.64 63.32 85.08 72.37 65.02
improved (%) 19.00 23.47 27.34 4.97 2.87 4.98 -2.91 -4.81 -5.25

UpCycling 76.46 61.44 52.94 83.64 69.60 63.53 88.05 76.61 70.80
improved (%) 12.28 15.34 14.59 2.97 1.35 5.32 0.48 0.76 3.18
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Figure 7: UpC-R vs. UpCycling: Partial-
label results in the KITTI dataset. The aver-
age performance improvement in all KITTI
test cases (easy, moderate, and hard).

methods. Baseline evaluates the baseline model directly and
Oracle adapts the model with fully supervised learning in
the target domain, which provide the lower- and upper-bound
performance, respectively. ST3D [50] and SN (Statistical
Normalization) [47] are the SOTA domain adaptation meth-
ods on 3D object detection that utilize unlabeled raw 3D
scenes. ST3D generates pseudo labels from unlabeled data
in the target domain to adapt the baseline model. SN as-
sumes that statistical object sizes in the target domain are
given and trains the baseline model in the source domain
using the target domain object size information. We also
evaluate variants of ST3D and our UpCycling by combining
SN together, denoted as (w/ SN).
Result analysis. Table 2 shows the results of UpCycling
and the various comparison methods on SECOND-IoU and
PV-RCNN. Surprisingly, the results show that although
UpCycling (or w/ SN) does not utilize raw-point scenes for
privacy protection, it provides the best accuracy in most
cases. Specifically, UpCycling (or w/ SN) significantly out-
performs the two SOTA methods (ST3D and SN) in the Lyft
case. When compared to the better option between ST3D (or
w/ SN) and SN in each case, UpCycling improves accuracy
by 1.3⇠19.71 APBEV and 5.33⇠19.34 AP3D. The results
demonstrate the effectiveness of hybrid pseudo labels and
feature-level augmentation schemes in UpCycling and also
suggest the potential of using unlabeled features to advance
3D object detection models.

Taking a deeper look, SN significantly improves
UpCycling performance in the KITTI dataset. Since object
sizes in KITTI are different from those in Lyft and Waymo,
adjusting object sizes with SN for UpCycling is effective.

5.5. Partial-label Experiments

In partial-label experiments, we use the same setting as
in Section 5.2 but train both SECOND-IoU and PV-RCNN.

Comparison schemes. In this scenario, Baseline trains
the model using only the limited amount of labeled data.
3DIoUMatch [45] is the SOTA SSL method using unla-
beled raw-point scenes. For consistency regularization,
3DIoUMatch uses Flip and RS to augment raw data and

filters pseudo labels in the IoU-guided NMS.6

Result analysis. Table 3 shows that UpCycling outperforms
3DIoUMatch in most cases by effectively utilizing unlabeled
feature-level data. In the case of 25%, 3DIoUMatch even un-
derperforms Baseline but UpCycling maintains performance
improvement on both SECOND-IoU and PV-RCNN. The
results are interesting because the scenario is unfavorable
for UpCycling in that (1) UpCycling trains the 3D backbone
only using the small portion of labeled data and (2) the ef-
fect of F-GT could be marginal since the number of GT
samples are proportional to that of labeled data. UpCycling
successfully overcomes the disadvantages, verifying that it
achieves significant performance improvement even when
using a relatively immature backbone network and F-GT
effectively augments a large number of unlabeled data when
only a small number of GTs are available.

5.6. Ablation Studies
Since UpCycling freezes the backbone during the SSL

process for effective feature sharing, we evaluate the effect
of the backbone freezing. To this end, we devise a com-
parison scheme UpC-R, the application of UpCycling at the
raw-level input. UpC-R augments a raw-level 3D scene us-
ing GT samples and trains the whole network including the
backbone using unlabeled data and hybrid pseudo labels.
Note that this approach not only sacrifices privacy but also
takes much longer to train compared to UpCycling.
Result analysis. Figure 7 compares UpC-R and UpCycling
in the partial-label scenario in Section 5.5. While sacrificing
privacy, UpC-R outperforms UpCycling by training the back-
bone further. Interestingly, UpC-R performs even better than
the SOTA 3DIoUMatch (Table 3), demonstrating that GT
sampling is more effective augmentation than the combina-
tion of Flip and RS even at the raw-input level. On the other
hand, the performance gap between UpC-R and UpCycling
decreases as the number of labeled data increases, meaning
that once the backbone is well-trained, the combination of

6Since the authors in [45] did not use the rearranged KITTI dataset in
their experiments, we measure the performance of 3DIoUMatch again in the
rearranged KITTI dataset. In addition, we newly implement 3DIoUMatch
on SECOND-IoU for more extensive comparison.
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hybrid pseudo-labels and GT-based augmentation can be ap-
plied flexibly to any layer without performance degradation.
We see this as the unique advantage of GT sampling that
other point cloud augmentation methods cannot provide.

6. Conclusion
In this paper, we present that UpCycling, a novel semi-

supervised learning method for 3D object detection models,
improves model performance by gathering de-identified unla-
beled data from AVs. To the best of our knowledge, no study
has considered labeling cost, privacy, and edge computing
resources in AVs and overall systems altogether. Taking
all these factors into account, we apply UpCycling to the
representative 3D object detection models, SECOND-IoU
and PV-RCNN. Through various experiments using multiple
datasets, we verify the superiority of UpCycling in partial-
label situations as well as domain adaptation in comparison
with other SOTA methods. Furthermore, we also confirm
that feature-level GT sampling can improve model perfor-
mance significantly compared with other augmentation meth-
ods applied at a feature level.
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