RED-PSM: Regularization by Denoising of Partially Separable Models for Dynamic Imaging
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Abstract

Dynamic imaging involves the recovery of a time-varying 2D or 3D object at each time instant using its undersampled measurements. In particular, in dynamic tomography, only a single projection at a single view angle may be available at a time, making the problem severely ill-posed. In this work, we propose an approach, RED-PSM, which combines for the first time two powerful techniques to address this challenging imaging problem. The first, are partially separable models, which have been used to introduce a low-rank prior for the spatio-temporal object. The second is the recent Regularization by Denoising (RED), which provides a flexible framework to exploit the impressive performance of state-of-the-art image denoising algorithms, for various inverse problems. We propose a partially separable objective with RED and an optimization scheme with variable splitting and ADMM. Our objective is proved to converge to a value corresponding to a stationary point satisfying the first-order optimality conditions. Convergence is accelerated by a particular projection-domain-based initialization. We demonstrate the performance and computational improvements of our proposed RED-PSM with a learned image denoiser by comparing it to a recent deep-prior-based method TD-DIP. Although the emphasis is on dynamic tomography, we also demonstrate the performance advantages of RED-PSM in a dynamic cardiac MRI setting.

1. Introduction

Time-varying tomography is a challenging ill-posed inverse problem that involves reconstructing a dynamic object using its sequential projections at each time instant. Since the measurements are inconsistent due to the evolving object, traditional reconstruction algorithms lead to significant artifacts.

The problem arises in micro-CT [1], myocardial perfusion imaging [2], thoracic CT [3], imaging of fluid flow processes [4, 5] and dynamic imaging of material samples undergoing compression [6, 7]. Also, it is closely related to the dynamic MRI (dMRI) problem, which typically arises in cardiac imaging [8].

Previous work [9, 10] treated the problem as time-sequential sampling of bandlimited signals and provided an optimal view angle sampling order and theoretical guarantees for unique and stable reconstruction. However, the approach is limited by its bandlimitedness assumptions.

Several methods [11, 12] recover the underlying motion field from projections using the Radon transform properties. However, these methods require the object information a priori. Other algorithms [13, 14] alternate between estimating the motion field and the time-varying object. These methods assume the total density to be preserved for a given object at different times which may be a limiting assumption. For instance, imaging a fixed slice of a time-varying object under compression may violate this assumption due to perpendicularly evolving parts.

In dynamic tomography and MRI, partially-separable models (PSM) have been used to represent the underlying object [15] and the time-sequential projections [16, 17]. The projection-domain PSM in [16, 17] carries the PSM to the projection domain using the harmonic representation of projections, and provides uniqueness and stability analysis for the problem. In spite of this advantage of the projection domain PSM over its object-domain counterparts, the performance of this approach is limited by the null space of the measurement operator.

A different PSM-based method for dMRI [18] imposes the low-rank structure as a soft constraint. It uses a hybrid objective with the PSM model used in the data fidelity term and the object in a simple $l_1$-norm penalty, with an additional penalty term to penalize the mismatch between the PSM and the object. The method does not use a guided initial guess for the object or for the PSM basis functions. A fast alternative low-rank (or PSM)-based method for dMRI [19] decomposes the object representation into three components: the mean signal, a low-rank PSM, and the residual, which is assumed to be sparse in the Fourier domain. Then, each component is estimated in order. Although on some of the data sets used for the comparison in [19] competing methods are either faster or more accurate, the method provides better results when averaged over all data sets.
Recently, object-domain deep image prior (DIP)-based algorithms [20,21] have been proposed for dMRI. Providing impressive results, DIP-based algorithms such as [20] suffer from overfitting and usually require handcrafted early stopping criteria during the optimization of generator network parameters. In an attempt to overcome the overfitting and the need for handcrafted early stopping, the authors of [21] regularize the problem by constraining the geodesic distances between generated objects in proportion to the distances between their latent representation. However, this requires the computation of the Jacobian of the generator network at each iteration of the update of the weights and significantly increases the computational load and run time.

A different approach [22] combines partially separable and generative models. It employs spatial and temporal regularization by penalizing the generator weights and a particular initialization scheme for the inputs to the generator networks. Although it combines the PSM with the recent DIP framework, this method has the following limitations, which are overcome by the proposed approach: (i) The spatial generator is an artifact removal network taking the full-sized spatial basis functions as input. Since this prevents a patch-based implementation, it may be difficult to scale to high-resolution 3D+temporal settings. (ii) The CNN prior from overfitting and usually require handcrafted early stopping criteria during the optimization of generator network parameters. In an attempt to overcome the overfitting and the need for handcrafted early stopping, the authors of [21] regularize the problem by constraining the geodesic distances between generated objects in proportion to the distances between their latent representation. However, this requires the computation of the Jacobian of the generator network at each iteration of the update of the weights and significantly increases the computational load and run time.

A different approach [22] combines partially separable and generative models. It employs spatial and temporal regularization by penalizing the generator weights and a particular initialization scheme for the inputs to the generator networks. Although it combines the PSM with the recent DIP framework, this method has the following limitations, which are overcome by the proposed approach: (i) The spatial generator is an artifact removal network taking the full-sized spatial basis functions as input. Since this prevents a patch-based implementation, it may be difficult to scale to high-resolution 3D+temporal settings. (ii) The CNN prior for natural images may not be useful as a prior for the individual spatial basis functions, since the least-squares optimal spatial basis functions are the left singular vectors of the complete object, and as such may not have the structure of natural images. (iii) As with other DIP-based methods, if the additional penalty on the generator parameters is insufficient, this method can be prone to overfitting.

Contributions

1. To the best of our knowledge, RED-PSM is the first PSM-based approach to dynamic imaging, that uses a pre-trained, learned (RED-based [23]) spatial prior.

2. A novel and effective ADMM algorithm for the resulting new minimization problem enforcing PSM as a hard constraint and incorporating the learned RED spatial regularizer is proposed.

3. The method is supported by theoretical analysis, with a convergence guarantee.


5. A version of the approach with a patch-based regularizer is shown to provide almost equivalent reconstruction accuracy. This makes the proposed method conveniently scalable to high-resolution 3D or 4D settings.

Figure 1: Projection acquisition geometry for time-varying tomography of the object \(f_t\) with single measurement \(g_t\) at each time instant for \(t \in \{0, 1, 2\}\).

2. Problem Statement

In a 2D setting, the goal in the ill-posed dynamic tomography problem is to reconstruct a time-varying object \(f(x, t), x \in \mathbb{R}^2\) vanishing outside a disc of diameter \(L\), from its projections

\[g(\cdot, \theta, t) = R_\theta \{f(x, t)\}\]

obtained using the Radon transform operator \(R_\theta\) at angle \(\theta\). Considering time-sequential sampling, in which only one projection is acquired at each time instant, and sampling uniform in time, the acquired measurements are

\[
\{g(s, \theta_p, t_p)\}_{p=0}^{P-1}, \forall s, t_p = p\Delta t,
\]

where \(s\) is the offset of the line of integration from the origin (i.e., detector position), and \(P\) is the total number of projections (and temporal samples) acquired. The sampling of the \(s\) variable is assumed fine enough and is suppressed in the notation. The angular sampling scheme, the sequence \(\{\theta_p\}_{p=0}^{P-1}\), with \(\theta_p \in [0, 2\pi]\), is considered as a free design parameter. Figure 1 shows a simplified time-sequential sampling scheme for a time-varying object.

Our objective in dynamic tomography, and in dynamic imaging in general, is to reconstruct the underlying object with temporal variation \(\{f(x, t_p)\}_{p=0}^{P-1}\) from the time-sequential measurements in (1). The challenge is that because each projection belongs to a different object, the projections in (1) are inconsistent. Therefore, a conventional, e.g., filtered backprojection (FBP) reconstruction as for a static object results in significant reconstruction artifacts.

3. Partially Separable Models (PSM)

For spatio-temporal inverse problems such as dynamic MRI and tomography, the underlying object can be accurately represented using a partially-separable model (PSM), which effectively introduces a low-rank prior to the problem. For dynamic tomography, a PSM can represent the

\[
\{g(s, \theta_p, t_p)\}_{p=0}^{P-1}, \forall s, t_p = p\Delta t,
\]

where \(s\) is the offset of the line of integration from the origin (i.e., detector position), and \(P\) is the total number of projections (and temporal samples) acquired. The sampling of the \(s\) variable is assumed fine enough and is suppressed in the notation. The angular sampling scheme, the sequence \(\{\theta_p\}_{p=0}^{P-1}\), with \(\theta_p \in [0, 2\pi]\), is considered as a free design parameter. Figure 1 shows a simplified time-sequential sampling scheme for a time-varying object.

Our objective in dynamic tomography, and in dynamic imaging in general, is to reconstruct the underlying object with temporal variation \(\{f(x, t_p)\}_{p=0}^{P-1}\) from the time-sequential measurements in (1). The challenge is that because each projection belongs to a different object, the projections in (1) are inconsistent. Therefore, a conventional, e.g., filtered backprojection (FBP) reconstruction as for a static object results in significant reconstruction artifacts.
imaged object $f$, or its full set of projections $g$. In this paper we use an object-domain PSM.

The representation of a dynamic object $f(x, t)$ by a K-th order PSM is the series expansion

$$f(x, t) = \sum_{k=0}^{K-1} \Lambda_k(x) \psi_k(t).$$

(2)

The model helps with interpretability by separating the spatial structure from the temporal dynamics. This expansion is dense in $L_2$ [24], meaning that any finite energy object can be approximated arbitrarily well by such a model of sufficiently high order. Empirically, modest values of $K$ provide high accuracy in applications to MR cardiac imaging [15, 25, 26]. Theoretical analysis in [17] shows $K \approx L$ is dense in $L_2$. Theoretical analysis in [17] shows that the measurements obtained from the estimated object $f = \Lambda \Psi T$ is the series expansion $t = 0, 1, \ldots, P - 1$, represented by a $J \times J$-pixel image. Vectorizing these images to vectors $f_t \in \mathbb{R}^J$, the entire dynamic object is the $J^2 \times P$ matrix $f = [f_0 \ldots f_{P-1}] = \Lambda \Psi T \in \mathbb{R}^{J^2 \times P}$. Denoting the $t$-th column of the $P \times P$ identity matrix by $e_t$, we have $f_{e_t} = f_t$ for the $t$-th individual time frame of $f$. The columns $\Lambda_k$ and $\Psi_k$ of $\Lambda \in \mathbb{R}^{J^2 \times K}$ and $\Psi \in \mathbb{R}^{P \times K}$ are the discretized spatial and temporal basis functions for the PSM representation, respectively.

Assuming that the x-ray detector has $J$ bins, the projection of the object at time $t$ is $g_t = g(\cdot, \theta_t, t) = R_{\theta_t} f_t \in \mathbb{R}^J$, where the measurement matrix $R_{\theta_t} \in \mathbb{R}^{J \times J^2}$ computes the projection at view angle $\theta_t$.

We formulate the recovery of $f$ as the solution $\hat{f} = \hat{\Lambda} \hat{\Psi}^T$ to the following variational problem

$$\hat{\Lambda}, \hat{\Psi} = \arg\min_{\Lambda, \Psi} \sum_{t=0}^{P-1} \| R_{\theta_t} \Lambda \Psi^T e_t - g_t \|^2_2 + \lambda \rho(\Lambda \Psi^T e_t)$$

$$+ \xi\|\Psi\|_F^2 + \xi\|\Lambda\|_F^2 \text{ where } \Psi = UZ.\quad(3)$$

The first term is the data fidelity term measuring the fit between available undersampled measurements $g_t$ of the true object and the measurements obtained from the estimated object $f = \Lambda \Psi T \in \mathbb{R}^{J^2 \times P}$. The second term with weight $\lambda > 0$ is a spatial regularizer injecting relevant spatial prior to the problem. The last two terms with weight $\xi > 0$ prevent the bilinear factors $\Lambda$ or $\Psi$ from growing without limit.

Finally, the constraint $\Psi = UZ$ is an implicit temporal regularizer that restricts the temporal basis functions $\Psi$ to a $d$-dimensional subspace of $\mathbb{R}^P$ spanned by a fixed basis $U \in \mathbb{R}^{P \times d}$. In practice, we incorporate this constraint by explicit substitution (reparametrization of $\Psi$ in terms of the free variable $Z \in \mathbb{Z}^{d \times K}$) into the objective, and the minimization in (3) over $\Psi$ is thus replaced by minimization over $Z$. This reduces the number of degrees of freedom in $\Psi$ to a fixed number $dK$, independent of the number $P$ of temporal sampling instants. For notational conciseness, we do not display this constraint/reparametrization in the sequel, but it is used throughout.

### 4.2. Incorporating Regularization by Denoising

For the spatial regularizer $\rho(\cdot)$ we consider “Regularization by Denoising (RED)” [23]. RED proposes a recovery method using a denoiser in an explicit regularizer of the form

$$\rho(f_t) = \frac{1}{2} f_t^T (f_t - D(f_t))$$

(4)

where $D : \mathbb{R}^{J^2} \to \mathbb{R}^{J^2}$ is the denoising operator. Recent works using RED provide impressive results for various static reconstruction tasks, including high-dimensional cases [27]. Providing significant flexibility for the type of denoisers that can be used, RED still requires $D$ to be differentiable and locally homogeneous, and to satisfy the passivity condition $\|G(f)\| \leq \|f\|$, for its theoretical analysis to apply.\(^1\)

For the conventional variational formulation

$$\hat{f}_t = \arg\min_{f_t} \| R_{\theta_t} f_t - g_t \|^2_2 + \lambda \rho(f_t),$$

an efficient choice are iterative algorithms [23] that use the standard “early termination” approach [29], and only require a single use of the denoiser per iteration.

However, the regularized PSM objective in (3) does not allow to propagate the RED updates on $f$ to the respective basis functions in an efficient manner. To overcome this difficulty, we perform a bilinear variable splitting $f = \Lambda \Psi T$$

\(^1\)While many powerful denoisers satisfy these conditions [23], recent work [28] provides an alternative framework to explain the good performance of RED with denoisers not satisfying conditions in [23].
and obtain our final formulation

$$\min_{f, \Lambda, \Psi} \sum_t \| R_{\theta_t} \Lambda_P T e_t - g_t \|^2_2 + \lambda \rho(f e_t) \quad (5)$$

$$+ \xi \| \Psi \|^2_F + \xi \| \Lambda \|^2_2 \quad \text{s.t.} \quad f = \Lambda \Psi^T.$$  

Since the PSM is enforced as a hard constraint, the estimated object \( f \) is constrained to have rank(\( f \)) \( \leq K \). We propose an algorithm based on ADMM to solve (5).

To cast the problem with the PSM constraint into the ADMM framework, we form the augmented Lagrangian in the scaled form, [30, 31]

$$L_{\rho}[\Lambda, \Psi, f; \gamma] = \sum_t \| R_{\theta_t} \Lambda P T e_t - g_t \|^2_2 + \lambda \rho(f e_t)$$

$$+ \xi \| \Psi \|^2_F + \xi \| \Lambda \|^2_2 - \beta \| f - f^{(i-1)} \|^2_F - \frac{\beta}{2} \| \Lambda \|_F^2 - f + \gamma \| \Psi \|^2_F,$$

(6)

where \( \gamma \in \mathbb{R}^{P \times J} \) represents the scaled dual variable and \( \beta > 0 \) is the penalty parameter.

Then, ADMM can be used to solve (6) as in Algorithm 1.

---

**Algorithm 1 RED-PSM**

**input:** \( A^{(0)}, \Psi^{(0)}, \gamma^{(0)}, f^{(0)} = \Lambda^{(0)} \Psi^{(0)}T, \beta > 0, \lambda > 0, \xi > 0 \)

1. **for** \( i \in \{1, \ldots, I\} \) **do**
2. \( \Lambda^{(i)} = \arg \min_{\Lambda} \{ \sum_t \| R_{\theta_t} \Lambda \Psi^{(i-1)}T e_t - g_t \|^2_2 \) + \( \xi \| \Lambda \|^2_2 - \beta \| f^{(i-1)} \|^2_F + \xi \| \Lambda \|^2_2 \} \)
3. \( \Psi^{(i)} = \arg \min_{\Psi} \{ \sum_t \| R_{\theta_t} \Lambda^{(i)} \Psi T e_t - g_t \|^2_2 \) + \( \xi \| \Psi \|^2_F + \xi \| \Lambda \|^2_2 - \beta \| f^{(i-1)} \|^2_F + \xi \| \Psi \|^2_F \} \)
4. **forall:** \( f^{(i)} = \arg \min_{f} \{ \lambda \rho(f) + \frac{\beta}{2} \| \Lambda^{(i)} \Psi^{(i)}T + \gamma^{(i-1)} \|_F^2 - f \|^2_F \} \)
5. \( \gamma^{(i)} = \gamma^{(i-1)} + \Lambda^{(i)} \Psi^{(i)}T - f^{(i)} \)
6. **end for**

---

Line 4 in Algorithm 1 corresponds to the variational denoising of \((\Lambda^{(i)} \Psi^{(i)}T + \gamma^{(i-1)}) e_t\) with regularization \( \lambda \rho(f) \). Algorithm 1 is reformulated into Algorithm 2 to use RED as in [23] and [28], where \( D_\phi \) is the denoiser for which we have the gradient rule

$$\nabla \rho(f_t) = f_t - D_\phi(f_t) \quad (7)$$

and each \( f_t \) update in Step 4 is a single fixed-point iteration step using the approach of early stopping [29] (Sec. 4.3.2). In contrast to an iterative method to perform Line 4 in Algorithm 1, Step 4 in Algorithm 2 requires only single use of the denoiser per iteration of ADMM.

### 4.3. Regularization Denoiser

The regularization denoiser \( D_\phi \) has a DnCNN [32] architecture and was trained in a supervised manner on a training set of static 2D slices \( f_i \in \mathbb{R}^{2^J}, i = 1, \ldots, N \) assuming that such data will be available in the settings of interest. Thus, the RED steps are agnostic to the specific motion type. The training objective for the denoiser is

$$\min_\theta \sum_i \| f_i - D_\phi(\tilde{f}_i) \|_F^2$$

(8)

where \( \tilde{f}_i = f_i + \eta_i \), and the injected noise \( \eta_i \sim \mathcal{N}(0, \sigma_i^2 I) \) has noise level \( \sigma_i \sim U[0, \sigma_{\max}] \) spanning a range of values, so that the denoiser learns to denoise data with various noise levels.

### 4.4. Convergence Analysis

In [33](Section V.), we follow an approach along the lines of [34] to analyze convergence. We show that under mild technical conditions, the objective in Algorithm 1 is guaranteed to converge (with increasing number \( I \) of iterations) to a value corresponding to a stationary point of the Lagrangian, that is, satisfying the necessary conditions for first order optimality. In practice, Algorithm 2 with the efficient \( f \) step version, which we implemented and used in the experiments reported in Section 5 has better run times, and rapid empirical convergence. However, its analysis requires additional steps, which are not particularly illuminating. Thus, following the tradition in related analyses [29, 35], we focus on the analysis of the nominal Algorithm 1.

### 5. Experiments

#### 5.1. Datasets

Three categories of data sets are used in this work.

**Walnut Dataset:** We use the CT reconstructions of two different (static) walnut objects from the publicly available 3D walnut CT dataset [36]. We create a dynamic test object by synthetically warping the central axial slice of one of the walnut objects using a sinusoidal piecewise-affine time-varying warp [37]. To be precise, the image is divided into a \( J \times J \) uniformly spaced rectangular grid, and the following vertical displacement is applied on each row separately to drive the temporally varying warp \( \Delta_{j,t} = -C(t) \sin(3\pi j / J), j \in \{0, \ldots, J - 1\} \), where \( C(t) \) is a linearly increasing function of \( t \) and \( C(0) = 0 \). Static axial, coronal, and sagittal slices of the other walnut object are used to train the denoiser \( D_\phi \).

**Compressed Object Dataset:** This data set is obtained from a materials science experiment [38] with a sequence...
of nine increasing compression steps applied to an object, with a full set of radiographic projections collected (using Carl Zeiss Xradia 520 Versa) and reconstructed by the instrument’s software at each step. Using this quasi-static data set, a fixed axial slice is extracted from each reconstruction. Nine extracted slices are interpolated to \( P \) time frames using a recent deep learning-based video interpolation algorithm [39]. The denoiser \( D_\phi \) for our experiments on this data set was trained using the axial slices of the static pre-compression and post-compression objects, which would be available in actual dynamic loading experiments.

We note that all algorithms compared in this paper are agnostic to both the synthetic warp applied on the static walnut slice and to the data-driven interpolation method used for the compressed object.

Spatio-temporal projection data for each dataset is simulated by a parallel-beam projection with \( J = 128 \) detector bins of the dynamic phantoms, a single projection at each of the \( P \) time instants. The sequence of projection angles \( \{ \theta_i \}_{i=0}^{P-1} \) (a free experimental design parameter) was chosen to follow the bit-reversed view angle sampling scheme, which has been shown [16] to provide an especially favorable conditioning of the recovery problem. The simulated measurements are corrupted using AWGN with standard deviation \( \sigma = 5 \cdot 10^{-3} \). This noise level leads to the FBP (with Ram-Lak filter) of the full set of \( P = 512 \) projections \( \text{at each time instant} \) having a PSNR of approximately 46 dB. When, in the actual experiments with sequentially sampled data, only \( 1/P \) of this data is used, the PSNR of the reconstruction may be expected to be lower.

Ground-truth frames for \( P = 4 \) are shown in Figure 2.

Cardiac dMRI Dataset: For a more direct comparison with the setting and data used in dMRI works, we also test RED-PSM on the “retrospective” cardiac dMRI data in [20]. The data includes 23 distinct time frames for one cardiac cycle. Details of the data and experiments are in Section 5.4.3.

![Figure 2: Ground-truth frames for the time-varying walnut (top) and compressed object (bottom) datasets, uniformly sampled in time, \( t \in \{0, \ldots, P-1\} \), for \( P = 4 \).](image)

### 5.2. Baseline Methods

**PSM-TV:** Similar to the proposed approach, this algorithm also uses a partially separable model to represent the object with a different regularization type. For PSM-TV, regularization penalizes the \( \ell_1 \)-norm of the discrete 2D total variation of the temporal slices of \( f \) at each time instant. To this end, the constraint \( f = \Lambda \Psi^T \) is implemented by substitution into the objective in (5), and the definition of \( \rho \) is changed to \( \rho(\Lambda \Psi^T e_t) = TV(\Lambda \Psi^T e_t) \), and the rest of the objective is kept the same. The unconstrained problem is then solved for \( \{ \Lambda, \Psi \} \) (using, as a convenient implementation, the Adam optimizer in Pytorch). Finally, the estimated object is obtained as \( \hat{f} = \hat{\Lambda} \hat{\Psi}^T \).

**TD-DIP [20]:** TD-DIP is a recent method based on the Deep Image Prior (DIP) approach. It uses a mapping network \( M_\alpha \) and a generative model \( N_\beta \) sequentially to obtain the estimated object at each time instant \( f_t \) from fixed and handcrafted latent representations \( \chi_t \). Because TD-DIP was originally proposed for dynamic MRI, we modified the objective minimally for dynamic tomography as

\[
\min_{\alpha, \beta} \sum_t \| g_t - R_{\theta(t)}((N_\beta \circ M_\alpha)(\chi_t)) \|^2. \tag{9}
\]

For the comparisons in this work, identical mapping network and generator architectures, latent representation dimensionality, optimizer, learning rate, and decay schemes are used as in the available online implementation [40]. The original work focuses on the beating heart problem and thus proposes a helix-shaped latent manifold for \( \chi_t \) with cycles equal to the number of heartbeats during measurement acquisition. Since we do not have a repetition assumption for the motion types included in this paper, we use a linear manifold as explained in the original paper [20]. Thus, the method is sometimes denoted as “TD-DIP (L)” in Section 5.4 for clarification.

### 5.3. Experimental Settings

All methods are run on a workstation with an Intel(R) Xeon(R) Gold 5320 CPU and NVIDIA RTX A6000 GPU. In practice, we used a minor variation of Algorithm 2, where we combined the subproblems in \( \Lambda \) and \( \Psi \), and minimized with respect to both basis functions simultaneously using gradient descent with Adam [41] optimizer.

**Denoiser training.** The upper limit for noise level used in training the denoiser was set to \( \sigma_{\text{max}} = 5 \cdot 10^{-2} \). For the dynamic walnut object, the denoiser \( D_\phi \) is trained on the central 200 axial, 200 sagittal, and 200 coronal slices of another walnut CT reconstruction downsampled to size \( 128 \times 128 \). For the compressed object, axial slices of pre-compression and post-compression static objects, containing 462 slices in total, are used to train \( D_\phi \). For the cardiac MRI setting, the denoiser was trained on the static MRI

---

2 It would be interesting to include yet another baseline method – the DIP-based PSM approach [22] (also developed for MRI). However we were unable to do so as an implementation of this method was not available, and because of potential issues with replicating its performance and adapting to our CT problem.
training slices of the ACDC dataset [42]. For all datasets, \( D_p \) is trained for 500 epochs using the Adam optimizer with a learning rate of \( 5 \cdot 10^{-3} \). Each convolutional layer is followed by a ReLU nonlinearity except for the final layer, which has a single-channel output. We test both direct and residual DnCNN denoisers where the former predicts the denoised image and the latter estimates the noise from the noisy input.

Architectural details for denoisers used in our experiments are provided in Table 6 in Supplementary Material C. We use a fixed pre-trained denoiser for all \( P \) for the same object type.

**Temporal Basis.** In all experiments, we use a fixed basis \( U \) as a cubic spline interpolator to interpolate the low-dimensional temporal representation \( Z \) to \( \Psi \).

**Initialization.** Unless stated otherwise, spatial and temporal basis functions are initialized using the SVD truncated to order \( K \) the rank of the dynamic object estimate produced by a recent projection-domain PSM-based method “ProSep” [17]. If the ProSep estimate has rank smaller than \( K \), the remaining basis functions are initialized as 0. Otherwise, all spatial basis functions are initialized as 0 and the latent representations \( z_k \) of the temporal basis functions are initialized randomly as \( z_k \sim \mathcal{N}(0, I) \).

**Tomographic Acquisition Scheme.** All methods mentioned in this paper use the bit-reversed angular sampling scheme, over the range \([0, \pi]\).

**Run Times.** For \( P = 256 \) and using the specified computational resources and parameter settings, To achieve the peak PSNR during optimization, RED-PSM with ProSep initialization requires \( 50 < \text{iterations} < 150 \) taking about 2 to 6 minutes whereas TD-DIP with batch size \( P \) typically requires \( > 30k \) steps, taking about 3.5 hours to complete. Hence, RED-PSM provides a speedup over TD-DIP by a factor of 35 to 105 to reach its peak performance. We note that based on the parameter configuration, the speedup factor may vary. However, the proposed method provides a significant run time reduction in all cases.

**Evaluation Metrics.** Four quantitative metrics were implemented for evaluating reconstruction accuracy (i) the peak signal-to-noise ratio (PSNR) in dB; (ii) the structural similarity index (SSIM) [43]; (iii) the mean absolute error (MAE); and (iv) the high-frequency error norm (HFEN) [44] defined as \( \text{HFEN}(f, f_r) = \| \text{LoG}(f) − \text{LoG}(f_r) \|_2 \) where \( \text{LoG} \) is a rotationally symmetric Laplacian of Gaussian filter with a standard deviation of 1.5 pixels.

### 5.4. Results

#### 5.4.1 Reconstruction accuracies for different \( P \)

In Figure 3 and Table 1, the performance of RED-PSM is compared with PSM-TV and with TD-DIP that uses a linear latent representation for both objects. While Figure 3
facilitates the comparison of metrics for different $P$ for the various methods, since the range of metrics is very large for varying $P$. Table 1 emphasizes important differences between methods for the same $P$, and provides detail for a more precise quantitative comparison. As expected, the estimates improve with increasing $P$ for all methods. In terms of PSNR, the proposed algorithm performs on par with or better than the best PSNR TD-DIP estimate for various $P$, with improvement for RED-PSM enhancing with the increase in $P$. Moreover, in terms of SSIM, MAE, and HFEN, the improvements with RED-PSM are even more significant. Although these observations are valid for both objects, for the walnut, RED-PSM provides slightly greater improvement over TD-DIP.

Figure 4 compares the reconstructions for both objects at two different $t$ for $P = 256$. As expected, providing blurry reconstructions lacking finer details for both objects, PSM-TV performs the worst among the compared methods. The TD-DIP reconstructions contain visible noise-like artifacts on the piecewise constant regions of the walnut object, which are alleviated by RED-PSM. This observation manifests itself also in the absolute difference figures, with error for TD-DIP distributed throughout the interior regions of the walnut. Furthermore, RED-PSM preserves sharp details around the shell of the walnut better. Throughout the compressed material object for the given time frames, compared to TD-DIP, RED-PSM has an almost consistently smaller absolute error. This difference is more prominent around the highly dynamic regions of the object, emphasizing the advantage of the proposed method.

In Figure 5, the reconstructed $x$-$t$ cross-sections of the dynamic walnut are shown for different methods. The location of the cross-section is highlighted by a yellow line on the static $x$-$y$ frame at $t = 0$. Consistent with the comparison in Figure 4, RED-PSM provides reduced absolute error values throughout the respective cross-section. Also, as more apparent in the error figures, TD-DIP produces higher background errors.

### 5.4.2 Effect of Initialization

The initialization of $\Lambda$, $\Psi$, and $f$ plays an important role in the performance and convergence speed of RED-PSM. We observe significant speed-up when rather than a random initialization, we initialize the algorithm with ProSep [16] estimated reconstruction. Figure 7 shows PSNR vs. iterations comparison for different initialization techniques for the dynamic walnut object with $P = 256$. The rest of the parameters were selected identically as indicated in Table 5 in Supplementary Material. This experiment highlights the advantages of initializing with ProSep estimated basis functions: eliminating the need for multiple runs for a best-case result; and speeding up convergence considerably.

### 5.4.3 Cardiac dMRI data experiments

In this setting, different to the previous experiments, we used 4 $k$-space radial lines (“spokes”) per frame at the bit-reversed angles. We used 1.4 and 2.8 cardiac cycles, with $23 \times 4 = 92$ spokes/cycle, for a total of $P=128$ and $P=256$ spokes. The problem is still severely undersampled compared to the experiment in [20] where 13 spokes are used.
per frame for 13 cycles, for a total of $13 \times 23 \times 13 = 3,887$ spokes. Since the data is periodic, we also tested the helix latent scheme (H) for TD-DIP.

The metrics in Table 2 and the qualitative comparison in Figure 6 with zoomed-in reconstructions and absolute error maps, show that RED-PSM performs better than both versions of TD-DIP.

![Figure 5: Comparison of reconstructed x-t cross-sections using different methods for $P=256$ (top), with corresponding normalized absolute error counterparts (bottom). The location of the cross-section is indicated with a yellow line on the static object at time $t=0$ (left). The x-y-t coordinates are indicated on the static object and bottom left absolute error figure in white text.](image1)

![Figure 6: Reconstructed frames for $P=256$ for retrospective dMRI data [20] with zoomed-in frames (middle row), and absolute reconstruction errors (last row).](image2)

<table>
<thead>
<tr>
<th>$P$</th>
<th>Method</th>
<th>PSNR (dB)</th>
<th>SSIM</th>
<th>MAE (1e-2)</th>
<th>HFEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>TD-DIP (L)</td>
<td>34.6</td>
<td>0.923</td>
<td>1.7</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>TD-DIP (H)</td>
<td>34.6</td>
<td>0.928</td>
<td>1.7</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>RED-PSM</td>
<td>36.6</td>
<td>0.939</td>
<td>1.4</td>
<td>2.73</td>
</tr>
<tr>
<td>256</td>
<td>TD-DIP (L)</td>
<td>36.4</td>
<td>0.947</td>
<td>1.4</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td>TD-DIP (H)</td>
<td>36.4</td>
<td>0.948</td>
<td>1.4</td>
<td>3.47</td>
</tr>
<tr>
<td></td>
<td>RED-PSM</td>
<td>38.4</td>
<td>0.962</td>
<td>1.1</td>
<td>2.99</td>
</tr>
</tbody>
</table>

Table 2: Reconstruction accuracies for RED-PSM and TD-DIP for the retrospective dMRI data [20].

### 5.5. PSNR vs. $t$, and a Patch-Based Scheme

In Supplementary Material A, we compare the PSNR of the reconstructed frames for each $t$ for all methods for the walnut object with $P = 256$ and show the consistently better performance of RED-PSM.

Also, in Supplementary Material B, to improve scalability to high-resolution and high-dimensional settings, we propose and evaluate a patch-based version of RED-PSM with a patch-based denoiser $D_\phi$. In the experiments, the patch-based scheme provided reconstruction accuracies similar to those reported here for the original scheme.

### 6. Conclusions

RED-PSM is the first PSM-based approach to dynamic imaging using a pre-trained and learned (RED-based) spatial prior. The objective in the proposed variational formulation is optimized using a novel and effective bilinear ADMM algorithm, which enforces the PSM as a hard constraint. Unlike existing PSM-based techniques, RED-PSM is supported by theoretical analysis, with a convergence guarantee to a stationary point of the objective. The results of the numerical experiments show better reconstruction accuracy and considerably faster run times compared to a recent DIP-based algorithm. A patch-based regularizer version of RED-PSM provides almost equivalent performance with a massive reduction of storage requirements, indicating the potential of our framework for dynamic high-resolution 2D or 3D settings.

Possible directions for future work include the application of RED-PSM to various imaging scenarios other than tomography and MRI, and robust denoiser training for the RED framework, since the deep denoisers encounter varying artifact distributions during optimization. This could also improve the generalizability of the framework to different input types.
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![Figure 7: PSNR vs. iteration comparison for RED-PSM as described in Section 5.4.2. The area between the best and the worst PSNR for each iteration is shown in blue to highlight the varying performances of five different runs with random initialization.](image3)
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