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Abstract

Vision Transformer (ViT) based Vision-Language Pre-training (VLP) models have demonstrated impressive performance in various tasks. However, the lengthy visual token sequences fed into ViT can lead to training inefficiency and ineffectiveness. Existing efforts address the challenge by either bottom-level patch extraction in the ViT backbone or top-level patch abstraction outside, not balancing training efficiency and effectiveness well. Inspired by text summarization in natural language processing, we propose a Bottom-Up Patch Summarization approach named BUS, coordinating bottom-level extraction and top-level abstraction to learn a concise summary of lengthy visual token sequences efficiently. Specifically, we incorporate a Text-Semantics-Aware Patch Selector (TSPS) into the ViT backbone to perform a coarse-grained visual token extraction and then attach a flexible Transformer-based Patch Abstraction Decoder (PAD) upon the backbone for top-level visual abstraction. This bottom-up collaboration enables our BUS to yield high training efficiency while maintaining or even improving effectiveness. We evaluate our approach on various visual-language understanding and generation tasks and show competitive downstream task performance while boosting the training efficiency by 50%. Additionally, our model achieves state-of-the-art performance on many downstream tasks by increasing input image resolution without increasing computational costs over baselines.

1. Introduction

Large-scale pre-training of vision-language models has recently received tremendous success on a wide range of cross-modal tasks [45, 7, 14, 28, 54, 26, 49]. Such vision-language models learn cross-modal representations from a large number of image-text pairs by aligning the visual and linguistic modalities.

Most recent works [14, 49, 26, 20, 11] adopt ViT as the visual encoder or cross-modal fusion encoder, due to its excellent ability to model the fine-grained long visual sequences from the image grids or patches.

Despite the impressive progress of ViT-based VLP models, they still face challenges of training inefficiency and ineffectiveness caused by lengthy visual token sequences. Firstly, long visual sequences will bring heavy self-attention calculation for visual representation modeling and cross-modal fusion, leading to time-consuming training. Secondly, long visual sequences contain many redundant patches irrelevant to the text semantics. For instance, as illustrated in Figure 1 (a), during the VQA task, when answering the question “What is the color of the buildings in the far left of the photo?”, about 80% of the image patches may be irrelevant with the question. On the one hand, those
text-irrelevant patches (e.g., the yellow building in the image) will hinder the fine-grained alignment between the textual and visual modalities. On the other hand, they will lead to the overshadowing of brief linguistic signals (e.g., of short image captions) by complex visual ones during the cross-modal fusion, namely the “vanishing information” problem of textual information [23].

The limitations above underscore the importance of reducing visual token sequences. Recent related efforts can be categorized into two lines.

• **Top-level Abstraction.** The first line tackles the issue outside the ViT-based visual backbones from a top-level perspective [24, 3]. Specifically, these works use a fixed number of learnable latent query vectors to query the long visual sequences output, obtaining the final fixed-length visual sequence representations, in an abstractive way. An obvious bottleneck is that they can not optimize the costly and potentially unnecessary self-attention calculation in the visual backbones. Meanwhile, this visual representation abstraction process only considers the semantics of the visual modality, ignoring the textual guidance and consequently leading to representation deficiency.

• **Bottom-level Extraction.** The second line focuses on reducing patch tokens in the ViT-backbone from the bottom-level perspective, usually in an extractive manner [39, 29, 16]. The problem here lies in that overly reducing the visual sequence by extracting critical tokens in the backbone, while accelerating the attention calculation, may deconstruct images’ structural information. Therefore, balancing efficiency and effectiveness remains a bottleneck.

To achieve a better trade-off between the efficiency and effectiveness of VLP, we propose integrating the merits of top-level abstraction and bottom-level extraction. Inspired by bottom-up text summarization [4, 17], which first select key phrases and then abstractively generate the final text summaries, we design a bottom-up summarization process for visual tokens. We first exploit coarse-grained key patch extraction in the ViT backbone, with regulation from text modality, to identify text-relevant tokens and remove potentially redundant ones, reducing the computational cost in the ViT backbone. Then fine-grained text-guided patch abstraction is performed upon the output sequence of the ViT backbone to obtain a further condensed visual representation sequence.

Specifically, we incorporate a Text Semantic-aware Patch Selector (TSPS) module into the ViT-based backbone for bottom-level extraction. We transform object/region annotations to patch-level annotations to train an effective extractor with a novel auxiliary pre-training task named Patch-Text Matching (PTM), which facilitates patch extraction and fine-grained patch-text alignment. Next, we introduce a lightweight Transformer-based Patch Abstraction Decoder (PAD) for top-level abstraction. It takes the top-K text-relevant patch tokens from the output sequence of ViT-backbone as the input and the overall visual sequence as the encoder hidden states to generate the final visual patch summary.

We evaluate BUS on various representative VL understanding and generation tasks, including visual question answering, cross-modal retrieval, and image captioning. We find that by reducing the length of the patch sequence to 20% of its original length, we can not only get competitive or better downstream task performance but also enjoy a significant increase in efficiency over previous similar VLP models. For instance, BUS reduces about 51% of the inference time (see Table 7) and even improves by about 0.3 on the VQA test-dev with the same experimental settings. Furthermore, by increasing the input image resolution, BUS achieves state-of-the-art downstream task performance (e.g., 78.28 on VQA test-dev) which benefits from processing more image tokens without increasing computational costs.

2. Related Work

2.1. Vision-Language Pre-training

Previous research on vision language pre-training has primarily fallen into two categories: Detector-based VLP models and CNN/ViT-based VLP models. Detector-based methods, such as [32, 27, 45, 28, 7, 54], use a two-step training pipeline that first extracts visual features using a pre-trained object detector and then aligns text and visual features using a cross-modal pre-training model. While some region-based methods, such as [47], use lightweight model architectures to reduce computation costs, they still face expensive computational and time-consuming object detection. Recently, Vision Transformer (ViT) based methods, such as [26, 20, 38, 48, 25, 23, 49, 20] have emerged as a promising alternative to detector-based approaches. ViT-based models eliminate the need for object detectors in feature extraction, enabling end-to-end vision language learning. However, they struggle with lengthy visual token sequences and lack fine-grained cross-modal alignment information. These long visual sequences also increase computation costs and introduce noise visual information for cross-modal fusion. To address these challenges, we propose a Bottom-Up Patch Summarization approach that coordinates bottom-level extraction and top-level abstraction to efficiently learn a concise summary of lengthy visual token sequences.
2.2. Text Summarization

Existing text summarization methods can be roughly categorized into extractive summarization [34, 50, 59] and abstractive summarization [44, 41, 36, 57, 22, 46]. Extractive summarization extracts key sentences from the source document to form a summary. It can be formulated as a sentence classification problem [34, 33, 8]. Abstractive summarization paraphrases important content after understanding the original document and constructs an abstract with newly generated words and coherent expressions. Our proposed Bottom-Up patch Summarization is unpaired from the Text Summarization Task which contains a key patch extraction module and patch abstraction module.

3. Method

In this section, we first provide an overview of our BUS architecture. Then, we introduce the proposed Bottom-Up patch summarization which includes the Key Patch Extraction (KPE) incorporated in the Vision Transformer (ViT) backbone with a Text Semantic-aware Patch Selector (TSPS) and the Text-Guided Patch Abstraction (TPA) conducted on the output sequence of the ViT backbone. We leave the introduction of the pre-training task which includes the pre-training task Patch-Text Matching used to learn TSPS and the pre-training schedule in Appendix A.3.

3.1. Model Architecture

As depicted in Figure 2 (b), BUS comprises a ViT-based image encoder with a Text Semantic-aware Patch Selector (TSPS) for coarse-grained Key Patch Extraction (KPE), a text encoder, a lightly Patch Abstraction Decoder (PAD) for fine-grained Text-Guided Patch Abstraction (TPA), a multi-modal fusion encoder for performing cross-modal interaction, and a multi-modal decoder for text generation. (Note that the text encoder contains 10 Transformer layers and PAD contains only 2 Transformer layers, which are initialized with BERT base [10].)

Formally, let us consider an input image-text pair denoted as \((I, T)\). For the input text, we feed it to the text encoder and obtain the text representation \(T = \{t_{cls}, t_1, t_2, \ldots, t_m\}\), where \(t_{cls}\) is the embedding of the text [CLS] token used to summarize the global semantic information of the text. For the input image, we divide it into \(n\) non-overlapping patches \(P = \{p_{cls}, p_1, p_2, \ldots, p_n\}\). Then, we feed the patch sequence to the visual encoder. In the ViT backbone, we apply KPE to select text-relevant image patches that can reduce the visual sequence length and improve the training and inference efficiency of the ViT backbone. Suppose the output patch sequence representation of the ViT backbone can be denoted as \(V = \{v_{cls}, v_1, v_2, \ldots, v_u\}\), where \(u < n\). Then, we feed the output patch sequence to PAD and conduct TPA to obtain the...
3.2. Bottom-Up Patch Summarization

The proposed Bottom-Up Patch Summarization consists of two steps: Key Patch Extraction (KPE) and Text-Guided Patch Abstraction (TPA). KPE is conducted within the visual backbone to select a coarse-grained subset of text-relevant patch tokens. Then, outside the backbone, Text-Guided Patch Abstraction is conducted to abstract the selected tokens and obtain a more prominent visual summary.

3.2.1 Key Patch Extraction

Figure 2 (b) shows how we perform Key Patch Extraction (KPE) in the ViT-based visual backbone based on the Text Semantic-aware Patch Selector (TSPS). Similar to the text extractive summarization methods [50, 59], we view the KPE as a patch classification task that aims to classify whether a patch is aligned with the text semantic and should be selected. Specially, suppose the TSPS is plugged between the $k_{th}$ ($1 \leq k < N$) Transformer layer and $(k+1)_{th}$ Transformer layer and the output patch sequence features of $k_{th}$ Transformer layer is $v^k = \{v^k_{cls}, v^k_1, \cdots, v^k_n\}$. The text [CLS] feature is output by the text encoder and represents global information of the input text $T$. We will first concatenate the text [CLS] feature with each image patch token as follows:

$$\hat{v}^k_i = \text{concat}(v^k_i, v^k_{cls})$$

where $v^k_i \in R^d, v^k_{cls} \in R^d, i \in \{1, 2, \ldots, n\}$. Then the concatenated patch features $\hat{v}^k_i$ are fed to TSPS, which is a Multi-layer Perceptron (MLP) that contains three linear layers and is used to predict the alignment score between patches and the input text $T$. The first two linear layers will linearly project the concatenated patch features $\{\hat{v}^k_i\}$ to the hidden representations $\{h^k_i\}$ and then the hidden representations $\{h^k_i\}$ is fed to the last linear layer denoted as $F_\theta$ which can be seen as a classifier to predict whether the patches are relevant to the input text. The output of the last linear layer has only one dimension and will be fed to a Sigmoid activation function. Formally, the alignment score $a_i$ between the $i_{th}$ image patch and input text $T$ can be calculated as follows:

$$a_i = \text{Sigmoid}(F_\theta(h^k_i)), i \in \{1, 2, \ldots, n\}$$

To learn an effective patch selector, we generate patch-level training labels by transforming the bounding box annotations (as described in Appendix A.2). However, this approach introduces bias, as illustrated in Figure 2 (b), where TSPS predicts all patches within the bounding box with a high alignment score, even if some of them are irrelevant. To address this issue, we incorporate the attention map of the image [CLS] token into the selection process. Previous work has shown that in ViTs, the image [CLS] token pays more attention to class-specific tokens than to tokens in non-object regions [6]. By weighting the alignment score $a$ and the attention map $p$ of the image [CLS] token to other tokens, we can highlight the patches corresponding to objects in the detection box and suppress other patches. This approach reduces the bias introduced by the bounding box labels and can be formulated as follows:

$$\hat{a}_i = \beta * F_N(a_i) + (1 - \beta) * F_N(p_i)$$

Here, $p_i$ is the attention value of the image [CLS] token to the $i$-th patch token, calculated in the $k_{th}$ Transformer layer. We define $\hat{a}_i$ as the text saliency score of the $i$-th patch in the sequence, $\beta$ as a hyper-parameter, and $F_N$ as a normalization function for $p_i$ and $\hat{a}_i$. Then, we select the top-$u$ image patch tokens from the patch sequence $\{v^k_{cls}, v^k_1, \cdots, v^k_n\}$ based on their text saliency scores $\{\hat{a}_1, \cdots, \hat{a}_n\}$, where $u = n \times \alpha$ and $\alpha$ is the selection ratio that controls the proportion of selected patches to total patches. The selected top-$u$ image patch tokens are kept and we reconstruct the $k_{th}$ visual sequence as $v^k = \{v^k_{cls}, v^k_1, \cdots, v^k_u\}$. Then the reconstructed visual sequence is fed to the next $(k+1)_{th}$ Transformer layer.

3.2.2 Text-Guided Patch Abstraction

While the coarse-grained key patch extraction removes some redundant visual tokens, many text-irrelevant tokens remain in the ViT backbone. However, we need to be cautious not to remove too many visual tokens in the ViT backbone, as this can lead to the loss of important structural information and affect the distribution of hidden representations in the backbone. To address this issue, we propose the Text-guided Patch Abstraction (TPA) outside the ViT backbone, using a lightweight Patch Abstraction Decoder (PAD). As shown in Figure 2 (b), the PAD consists of two transformer modules, each of which includes a self-attention layer and a cross-attention layer. Similar to [3] and [24], the model structure of PAD employs a similar way, but with a key difference: we select top-$s$ image patch tokens $\{v^s_{cls}, v^s_1, \cdots, v^s_s\}$ from the output patch sequence $\{v^s_{cls}, v^s_1, \cdots, v^s_s\}$ of ViT backbone based on the text saliency scores $\{\hat{a}_1, \cdots, \hat{a}_s\}$, and take them as the input to guide the PAD to condense visual information while they used the static learnable embeddings without taking any prior of text information. Noted that $s = \gamma * u$ and $\gamma$
is the selection ratio for TPA. These top-s patch tokens are highly relevant to the text semantics and provide a strong prior to help the PAD learn a condensed visual summary and highlight text-relevant visual information. After we select the top-s image patch tokens \( \{ v_{cls}, v_1, \ldots, v_s \} \), we will feed them to PAD. In each transformer module of the PAD, \( \{ v_{cls}, v_1, \ldots, v_l \} \) first undergoes the self-attention layer, followed by a cross-attention with the output sequence \( \{ v_{cls}, v_1, \ldots, v_s \} \). Finally, the output of the PAD denoted as \( \hat{V} = \{ \hat{v}_{cls}, \hat{v}_1, \hat{v}_2, \ldots, \hat{v}_s \} \) serves as the final visual summary.

4. Experiments

4.1. Data & Setup

In our work, we follow the pre-training setup established in [26] and utilize the same pre-existing dataset consisting of 4 million images with associated texts. The dataset comprises two in-domain datasets, MS COCO [30] and Visual Genome [21], as well as three out-domain datasets, Conceptual Captions [42], and SBU Captions [35]. Further details on the dataset can be found in Appendix A.1.

We pre-train the model for 30 epochs with a total batch size of 1024 on 8 NVIDIA A100 GPUs. We use a 10-layer Transformer for the text encoder, a 2-layer transformer for the patch abstraction decoder, a 3-layer for the cross-modal encoder network, and a 12-layer Transformer for the cross-modal decoder. Specifically, we initialize the text encoder using the first 10 layers of the BERT base [10] model, initialize the patch abstraction decoder using the last 2 layers of BERTbase, initialize the cross-modal encoder network using the last 3 layers of BERTbase.

4.2. Main Result

We evaluate the effectiveness of our proposed model, BUS , on four well-established vision-language downstream tasks: Visual Question Answering (VQA), Cross-modal Retrieval, Image Captioning, and Visual Grounding (VG). The Key Patch Extraction (KPE) is performed after the 6th Transformer layer in the ViT encoder, where about 70% text-relevant patch tokens are selected after the coarse-grained extraction. For the Text-Guided Patch Abstraction (TPA), we select the top 20% of text-relevant patch tokens as the input for the Patch Abstraction Decoder (PAD). Our experiments in subsection 4.5 and subsection 4.5 demonstrate that this setting achieves the desired trade-off between downstream task performance and model inference speed. Please refer to Appendix A.1 for more information on the datasets and fine-tuning hyper-parameters, and to Appendix C for details on the comparison methods used in the experiments.

4.2.1 Visual Question Answering

The VQA task [1] requires the model to answer natural language questions given an image. Following the approach proposed in [26], we treat VQA as an answer-generation problem. We evaluate the performance of our proposed model, BUS , by submitting our results to the evaluation server 1 in Table 1. and report the test-dev and test-std scores in Table 1. Our results show that BUS achieves comparable performance with state-of-the-art models under the same image resolution (384 x 384) while being about 50% faster in terms of model inference time (as reported in subsection 4.6). Furthermore, when we increase the image resolution to 512 x 512, our model achieves state-of-the-art performance while maintaining a similar inference computation cost to other baselines. These results demonstrate the effectiveness and efficiency of BUS in VQA tasks.

4.2.2 Image Captioning

For the image captioning task, where there is no textual input, we set the hyper-parameter \( \beta \) to 0 and select patches based on the attention weight of the image [CLS] token to other image tokens. Following [28], we fine-tuned BUS with cross-entropy loss and then with CIDEr optimization for an extra 5 epochs. Our experiments, as shown in Table 1, demonstrate that BUS achieves comparable results with SOTA models when the image resolution is set to 384 x 384. Moreover, when we set the image resolution to 512 x 512, BUS performs even better on CIDEr evaluation, surpassing state-of-the-art models.

4.2.4 Visual Grounding

Table 3 demonstrates the performance of BUS in the visual grounding task. When the image resolution is set to 384 x 384, our model achieves comparable results with competitive baseline methods. Thanks to our bottom-up summarization mechanism, we are able to improve the image resolution and obtain better results without incurring additional computational costs compared to other methods. When we increase the image resolution to 512 x 512, our

1https://eval.ai/web/challenges/challenge-page/830/overview
### Table 1: Evaluation Results on VQA, image captioning on COCO Karpathy test split [19] and NoCaps [2] validation set.

<table>
<thead>
<tr>
<th>Models</th>
<th># Pre-train</th>
<th>VQA</th>
<th>COCO Caption</th>
<th>NoCaps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td>Test-std</td>
<td>Test-dev</td>
<td>Cross-entropy Optimization</td>
</tr>
<tr>
<td>E2E-VLP [51]</td>
<td>4M</td>
<td>73.25</td>
<td>73.67</td>
<td>36.2</td>
</tr>
<tr>
<td>OSCAR [28]</td>
<td>6.5M</td>
<td>73.16</td>
<td>73.44</td>
<td>-</td>
</tr>
<tr>
<td>VinVL [58]</td>
<td>5.65M</td>
<td>75.62</td>
<td>76.60</td>
<td>38.5</td>
</tr>
<tr>
<td>METER [11]</td>
<td>4M</td>
<td>77.68</td>
<td>77.64</td>
<td>-</td>
</tr>
<tr>
<td>BLIP [25]</td>
<td>14M</td>
<td>77.54</td>
<td>77.62</td>
<td>38.6</td>
</tr>
<tr>
<td>SimVLm [49]</td>
<td>1.8B</td>
<td>77.87</td>
<td>77.89</td>
<td>39.0</td>
</tr>
<tr>
<td>ALBEF [26]</td>
<td>4M</td>
<td>74.54</td>
<td>74.70</td>
<td>-</td>
</tr>
<tr>
<td>METER [11]</td>
<td>4M</td>
<td>77.68</td>
<td>77.64</td>
<td>-</td>
</tr>
<tr>
<td>BUS 384</td>
<td>4M</td>
<td>77.89</td>
<td>77.98</td>
<td>39.5</td>
</tr>
<tr>
<td>BUS 512</td>
<td>4M</td>
<td>78.28</td>
<td>78.34</td>
<td>40.0</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results of image-text retrieval on Flickr30K [37] and COCO datasets [30].

<table>
<thead>
<tr>
<th>Models</th>
<th># Pre-train data</th>
<th>MSCOCO (5K test set)</th>
<th>Flickr30K (1K test set)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R@1</td>
<td>R@5</td>
<td>R@10</td>
</tr>
<tr>
<td>ALIGN [15]</td>
<td>1.8B</td>
<td>77.0</td>
<td>93.3</td>
</tr>
<tr>
<td>OSCAR [28]</td>
<td>4M</td>
<td>70.0</td>
<td>91.1</td>
</tr>
<tr>
<td>E2E-VLP [51]</td>
<td>4M</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UNITER [7]</td>
<td>4M</td>
<td>65.7</td>
<td>88.6</td>
</tr>
<tr>
<td>VLMo [48]</td>
<td>4M</td>
<td>78.2</td>
<td>94.4</td>
</tr>
<tr>
<td>ALBEF [26]</td>
<td>4M</td>
<td>77.6</td>
<td>94.3</td>
</tr>
<tr>
<td>XVLM [56]</td>
<td>4M</td>
<td>80.4</td>
<td>95.5</td>
</tr>
<tr>
<td>mPLUG [23]</td>
<td>4M</td>
<td>80.5</td>
<td>95.4</td>
</tr>
<tr>
<td>BUS 384</td>
<td>4M</td>
<td>80.6</td>
<td>95.7</td>
</tr>
<tr>
<td>BUS 512</td>
<td>4M</td>
<td>80.36</td>
<td>86.6</td>
</tr>
</tbody>
</table>

Table 3: Evaluation results of visual grounding on Refer-COCO+. We use the accuracy of IOU 0.5 on visual grounding (a prediction is right if the IoU between the grounding-truth box and the predicted bounding box is larger than 0.5) model outperforms all state-of-the-art methods, demonstrating the effectiveness and efficiency of BUS.

### 4.3. Efficiency of BUS

To investigate the efficiency of the BUS, we conduct the following experiments. We first compare the computational complexity of recent SOTA VLP models and report the Floating Point Operations Per second (FLOPs) which is a widely used evaluation metric for model computational complexity. In addition, we evaluate the computational speed of our model by comparing the throughput and latency of different models. We use a Xeon Platinum 8163 CPU and an NVIDIA V100 GPU to calculate the latency and throughput. As shown in Table 4 and Figure 3, our BUS not only has the lowest computational complexity (e.g., 19.03 of FLOPs) but also the fastest computational speed (e.g., 360.23 Throughput and 14ms Latency).

#### 4.4. The Impact of Selection Ratio for Text-Guided Patch Abstraction

To investigate the impact of the selection ratio on Text-Guided Patch Abstraction (TPA), we trained BUS with varying selection ratios for the input token in the patch abstraction decoder of TPA. We kept the selection location of the Text Semantic-aware Patch Selector after the 6th transformer layer and the selection ratio for Key Patch Extraction at 70% unchanged. As shown in Figure 4, two conclusions...
can be drawn: First, as the selection ratio increases, VQA performance first improves and then decreases, indicating that the “vanishing information” problem can hinder the effectiveness of the VLP model and highlighting the importance of shortening the visual path sequence. Second, setting the selection ratio to 20% can achieve a good trade-off between effectiveness and efficiency.

4.5. The Impact of Selection Location and Selection Ratio for Key Patch Extraction

To validate the impact of the location of the Text Semantic-aware Patch Selector (TSPS) in the ViT backbone and selected ratio in the KPE on the efficiency and effectiveness of BUS, we trained BUS with different selection locations and selection ratios. Note that when calculating FLOPs and throughput, we set the input image size to $224 \times 224$ and the input text length to 40. As shown in Table 5, two conclusions can be drawn: (1), plugging the TSPS after shallower layers can reduce computational complexity but deteriorate accuracy. For example, the accuracy drops considerably with the remarkable increase in throughput when TSPS is placed after the 4th layer. A possible explanation is that patch embeddings in shallow layers cannot sufficiently represent visual semantics, making it difficult to learn fine-grained patch-text alignment, which leads to a drop in accuracy. (2), too many undetected image tokens fused in the TSPS module will considerably decrease downstream task performance. For example, if we place the TSPS after the 4th layer in ViT and set the keeping ratio to 40%, performance will decrease to 76.22 on the VQA task, compared to 77.89 of the model with a 70% selection ratio in the 6th layer.

4.6. Fine-tuning on Higher Resolution Images

To test the efficacy of our approach, we fine-tune BUS for the VQA task, taking images of varying resolutions as input. Table 6 shows our results. Our experiments demonstrate that increasing the input image resolution facilitates the model by allowing it to take more image tokens, leading
Table 6: Results of BUS finetuning on VQA task with different resolution images. The settings for calculating FLOPs and throughput are the same as Table 4 except for the image resolution. The first row in the table reports the result of the recent SOTA baseline mPLUG[23].

Table 7: The result of ablations. We fine-tune BUS on VQA and report test-dev results, FLOPs, and Throughput. The setting for calculating FLOPs and throughput is the same as Table 4.

We conducted ablation studies to investigate the effects of our proposed bottom-up patch summarization mechanism. Specifically, we examined the impact of removing the Key Patch Extraction (KPE) and Text-Guided Patch Abstraction (TPA) on both performance and efficiency. In Table 7, “w/o KPE” denotes the case where we remove KPE from the visual backbone but keep TPA outside the visual backbone, while “w/o TPA” is the opposite case where we remove TPA but keep KPE. “w/o BUS” indicates the removal of overall Bottom-Up Summarization from our VLP model. As shown in Table 7, we observed that removing KPE and only using TPA on the top level did not result in a significant improvement in performance, but it led to a decrease in model efficiency. This suggests that the additional computational cost inside the ViT backbone cannot be ignored, and it highlights the effectiveness and efficiency of KPE. On the other hand, when we removed top-level TPA but kept bottom-level KPE, we observed a decrease in VQA performance and throughput, which indicates the importance of TPA in achieving good performance. Furthermore, when we removed both KPE and TPA (i.e., “w/o BUS”), we observed a more significant decrease in both performance and speed. This finding underscores the effectiveness and efficiency of our bottom-up patch summarization mechanism, which achieved a better trade-off between performance and efficiency.

In addition, we also verified the effectiveness of the guidance of text semantics for patch summarization and the effectiveness of introducing attention maps of the visual [CLS] token in KPE. Specifically, “w/o TA” means that in KPE and TPA, we only use the attention maps of the visual [CLS] token to other tokens to select tokens. Table 7 shows a significant decrease in performance, which proves the effectiveness of the guidance of text semantics for patch summarization. In addition, “w/o IA” means that we only use the text alignment score predicted by TSPS to select tokens, without using visual information. We also found a slight decrease in performance, which confirms that introducing visual information (attention map of image [CLS] token) can address the bias introduced by bounding box labels mentioned in Subsection 3.2.1.
4.8. Case Study

The proposed bottom-up patch summarization will select the text-consistent image tokens both in the ViT backbone and outside the ViT backbone with the regulation of the text semantics. To further investigate the effectiveness of text guidance for the bottom-up patch summarization, we visualize the VQA case and the selected text-relevant image patches in Figure 5. It can be seen that based on different text questions, we can effectively select the text-relevant patches while reducing the other text-irrelevant patches. For example, in the first case, the first question is “Is the water calm?”, we can effectively select the patches of the water in the image while ignoring the human and the beach. For the second question “Is little red riding hood safe on the beach”, we can still focus on the corresponding image patches (“little red riding hood” and “beach”). We demonstrate more cases in Appendix D.

5. Conclusion

We have presented BUS with a novel Bottom-Up Patch Summarization mechanism that achieves an ideal trade-off between efficiency and effectiveness, resulting in a highly efficient and effective ViT-based VLP model. Our approach utilizes a Text-Semantics-Aware Patch Selector to perform bottom level Key Patch Extraction, followed by a Transformer-based Patch Abstraction Decoder for top-level visual abstraction. The combination of the two components enables our BUS to learn a concise summary of lengthy visual token sequences efficiently and effectively. The experiment shows our method improves efficiency due to the reduction of visual sequences while keeping or even improving the performance of downstream tasks.
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