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Abstract

Although Deep Neural Networks (DNNs) have demonstrated excellent performance, they are vulnerable to adversarial patches that introduce perceptible and localized perturbations to the input. Generating adversarial patches on images has received much attention, while adversarial patches on videos have not been well investigated. Further, decision-based attacks, where attackers only access the predicted hard labels by querying threat models, have not been well explored on video models either, even if they are practical in real-world video recognition scenes. The absence of such studies leads to a huge gap in the robustness assessment for video models. To bridge this gap, this work first explores decision-based patch attacks on video models. We analyze that the huge parameter space brought by videos and the minimal information returned by decision-based models both greatly increase the attack difficulty and query burden. To achieve a query-efficient attack, we propose a spatial-temporal differential evolution (STDE) framework. First, STDE introduces target videos as patch textures and only adds patches on keyframes that are adaptively selected by temporal difference. Second, STDE takes minimizing the patch area as the optimization objective and adopts spatial-temporal mutation and crossover to search for the global optimum without falling into the local optimum. Experiments show STDE has demonstrated state-of-the-art performance in terms of threat, efficiency and imperceptibility. Hence, STDE has the potential to be a powerful tool for evaluating the robustness of video recognition models.

1. Introduction

Deep Neural Networks (DNNs) have showcased excellent efficacy in computer vision tasks \cite{12, 47, 46, 25, 24, 6}. However, recent studies indicate they are vulnerable to adversarial examples, which are carefully crafted inputs with imperceptible adversarial perturbations. When facing adversarial examples \cite{34}, DNNs predict wrong outputs with high confidence, posing serious security threats. Most studies of adversarial examples focus on the image models \cite{20, 14}. Wei et al. \cite{39} indicate that the vulnerability also exists on video models. This vulnerability brings security threats on video-related tasks, such as object tracking \cite{22, 23}, video action recognition \cite{19}, etc. Therefore, it is indispensable to conduct thorough research on video adversarial examples for constructing more secure models.

Early studies of adversarial examples are concerned with perturbation-based attacks on image models \cite{34, 20, 26, 2}, where attackers add small $l_p$ norm perturbations to each pixel of inputs. Recently, researchers have found that patch attacks, where attackers add regional and perceptible patches on inputs, pose a significant threat to DNNs. Further, many defense methods that are effective against perturbation-based attacks turn ineffective against patch at-
This demonstrates that patch attacks are non-negligible for evaluating model robustness. Although patch attacks have made great progress on image models [1, 18, 11, 44, 9, 16, 7], to our best investigation, BSCA [4] is currently the only patch attack against video recognition models. Since BSCA focuses too much on the imperceptibility of the patch, its attack performance is relatively moderate (especially for targeted attacks). Therefore, it is of great interest to study a video patch attack that balances threat and imperceptibility to evaluate the robustness of video models.

In pioneering work [1, 18], patch attacks are carried out in the white-box setting, where attackers can access the whole details of the model (e.g. parameters and gradients). Since the white-box is too ideal, more work [11] has explored black-box score-based attacks, where the adversary can only access the model output (e.g. labels and corresponding logits) by querying models and utilize logits to design optimization strategies. Existing works propose rich patch forms based on applications, including monochrome [11], color texture [44, 9], watermark [16] and bullet screens [4], etc. However, as model security and privacy concerns continue to grow, obtaining logits has become increasingly difficult, particularly for video models used in security-critical tasks. Therefore, it is of practical significance for video models to investigate decision-based patch attacks, which can only access the predicted label of the model and pose a greater threat. However, to the best of our knowledge, there is currently a lack of research in this area. This gap leads to potential vulnerabilities for video models and impedes the advancement of developing more robust video models.

To bridge this gap, we explore a new attack setting called decision-based patch attacks on video models. This setting combines the advantage of patch and decision-based attacks to improve the assessment system for video model robustness. However, there also exists lots of challenges: 1) Compared to images, the temporal dimension of videos substantially enlarges the parameter space and incurs a significant query burden. Particularly, the mutual complement of information between frames increases the difficulty of attack. 2) The large parameter space of the patch (position, shape, and texture) and the scarce output of the model (top-1 predicted label) can easily lead the attack to local optima [30], which reduces the efficiency of the attack.

To solve these challenges and achieve query-efficient decision-based patch attacks on video models, we propose Spatial-Temporal Differential Evolution patch attack (STDE). To improve query efficiency, STDE reduces the parameter space in the temporal and spatial domains. Specifically, in the spatial domain, STDE introduces target videos as prior knowledge to fill the texture of the patch and uses paired coordinates to model the position and shape of the patch. In the temporal domain, STDE performs binary encoding on the video sequence and selects keyframes according to the temporal difference, achieving a sparse attack. After the modeling described above, the decision-based patch attack is transformed into a discrete combinatorial optimization problem. Therefore, we improve the classic heuristic algorithm [32] and propose a spatial-temporal differential evolution strategy that uses spatial-temporal mutation and crossover operations to avoid local optima. Figure 1 shows an illustration of generating the video patch based on STDE in the decision-based patch attack setting. Our main contributions and experiments are as follows:

- To our best knowledge, We are the first to combine patch attacks and decision-based attacks on video models, introducing a new attack scenario called decision-based patch attacks. This bridges the gap in robustness assessment of video models.
- To achieve query-efficient attacks in this new setting, we propose a novel attack STDE, which reduces the parameter space of video adversarial examples in spatial and temporal domains and uses spatial-temporal difference to search for the decision boundary.
- We conduct extensive experiments on video recognition models trained with UCF-101 and Kinetics-400 datasets. Compared with state-of-the-art methods, STDE shows 100% fooling rates with smaller patch area and fewer queries. Due to the sparse distribution and small size of adversarial patches, STDE ensures both potent attack capability and imperceptibility.

2. Related Work

2.1. Black-box Patch-based Attacks on Images

Patch-based attacks mislead DNNs by adding perceptible patches to the local region of the input [1, 18, 8], which can break the defense methods against perturbation-based attacks and can be well applied in real-world scenes. The parameters of the patch include texture, position, and shape [7], and the complex parameter space makes it difficult to optimize. Hastings Patch Attack (HPA) [11] is the first black-box patch attack, using the monochrome patch to fill texture and optimizing position and shape by Metropolis-Hastings sampling. Then, to improve query efficiency, Monochrome Patch Attack (MPA) [44] uses the reinforcement learning framework to optimize the position and shape of the patch. Due to the poor attack performance of monochrome patch for targeted attacks, Texture-based Patch Attack (TPA) [44] generates a texture dictionary as the texture of the adversarial patch based on training data. This prior knowledge increases the attack performance for targeted attacks significantly. It is, however, difficult to obtain the training data of the black-box model in practice.
Adv-watermark (AdvW) [16] optimizes the patch by the basin hopping evolution algorithm and converts the patch into the form of a watermark. Patch-Rs [9] adds small patches to the large patch region by random search. All of these attacks focus on images and ignore the temporal dimension. Therefore, transferring these methods to video will exponentially increase the query cost and attack difficulty. Moreover, these attacks depend on model feedback scores (i.e. logits) to craft adversarial patches, which can be shown in Table 1 to have poor attack performance in the decision-based setting.

2.2. Black-box Attacks on Videos

V-BAD [17] is the first video black-box attack method, which initializes perturbations with a pre-trained model on the image and then rectifies perturbations with NES [15]. ME-Sampler [49] uses motion map as prior information to guide the initialization of perturbations, which has higher query efficiency than V-BAD. GEO-TRAP [21] reduces the parameter space by geometric transformation, and enables an efficient attack. The above methods add perturbations to the whole video, furthermore, these methods all estimate gradients by continuous scores to achieve effective attacks, but they do not work well in decision-based settings. In addition, these methods are perturbation-based methods and cannot be applied to patch attacks.

Other black-box video attack methods select keyframes to achieve sparse attacks, where attackers add perturbations to keyframes. Wei et al. [40] determine keyframes according to the score of query feedback by masking video frames one by one as input. However, it requires a lot of queries to determine whether it is a keyframe. Recent work [38, 37, 43] introduces reinforcement learning framework to select keyframes and updates agents parameters based on query feedback score information. DeepSAVA [27] uses Bayesian Optimization to identify the most influential frames on the video, but still needs the feedback score to evaluate the quality of the selected keyframes. Although the existing attacks provide many ways to select keyframes, they all exploit the score of the model output to guide optimization. When the probability value is converted to a hard label, these attacks can greatly increase the query burden. Instead of relying on model feedback information for optimization, our proposed temporal difference aims at optimizing patch area in the temporal domain, utilizing temporal mutation and crossover to find the optimal distribution of keyframes.

BSCA [4] proposes a score-based patch attack on video recognition, treating the patch as bullet screens. However, its reinforcement learning framework and patch form exhibit significant drawbacks in terms of memory and time consumption (as shown in Figure 4), and its incapacity to carry out targeted attacks. In contrast, we first investigate the more challenging decision-based attack setting and generate more threatening and sparse video adversarial patches with low cost and high efficiency.

2.3. Evolutionary Algorithm in Adversarial Attack

Many black-box attack scenarios can be transformed into gradient-free optimization problems, making evolutionary algorithms (EA) effective in various attack scenarios. Previous works have successfully applied EA to score-based sparse attacks [33] and score-based patch attacks [16]. Furthermore, EA has been explored in decision-based scenarios with multiple attack forms [35, 10, 5]. Additionally, EA has been used in score-based video attacks [48]. However, [33, 16, 48] consider maximizing loss as optimization objectives based on the score of model output, while [35, 10, 5] neither consider the characteristics of the video in modeling parameters nor the evolutionary process.

3. Methodology

3.1. Preliminary

We denote the clean video as \( x \in \mathbb{R}^{T \times H \times W \times C} \) and its corresponding label \( y \in Y = \{1, 2, \cdots, K\} \), where \( T, H, W, C \) denote the length of frames, height, width, channel, the number of classes respectively. We denote the video recognition model as \( F(\cdot) \). In the decision-based setting, we can not get the internal information of \( F(\cdot) \) and \( F(\cdot) \) only outputs the top-1 class \( \hat{y} \in Y \), i.e. \( F(x) = \hat{y} \). In the patch attack setting, we introduce the video adversarial patch added on the clean video frames to fool video recognition models. It is composed of the perturbation \( \delta \in \mathbb{R}^{T \times H \times W \times C} \) and the mask matrix \( M \in \{0, 1\}^{T \times H \times W} \). \( \delta \) determines the texture of the patch and \( M \) determines the numbers, shape, and position of video patches. Adversarial video \( x_{adv} \) is represented:

\[
x_{adv} = \sim M \odot x + M \odot \delta,
\]

where \( \sim \) means the bitwise inversion on \( M \). \( M^{(t)}(i, j) = 1 \) denotes the pixel with the coordinates \((i, j)\) on the \( t^{th} \) frame is in the region of the adversarial patch.

Combining patch-based attack and decision-based settings, our attack goal considers two optimization problems. On the one hand, we hope \( x_{adv} \) could fool the video recognition model \( F(\cdot) \) successfully, i.e. \( F(x_{adv}) \neq y \) for untargeted attacks or \( F(x_{adv}) = y_{adv} \) for targeted attacks, where \( y_{adv} \) represents the target label we assign and is not equal to \( y \). On the other hand, we optimize the adversarial patch area to be as small as possible. The patch area is constrained by the \( l_0 \) norm \( || \cdot ||_0 \). Our attack (e.g. targeted attack) can be formulated as follows:

\[
\arg \min_{M, \delta} ||x - x_{adv}||_0, \quad s.t. \quad F(x_{adv}) = y_{adv}.
\]
3.2. Sparse Parameter Space

**Spatial Domain.** Generating a video adversarial patch needs two parameters: \(M\) and \(\delta\), where the former defines position and shape and the latter defines texture. For \(M\), following the idea of generating the bounding box, we parameterize the coordinates of the upper left and lower right corners of the patch to generate a rectangular patch. For \(\delta\), the original parameters are RGB values of all pixels in the patch area, which are huge and difficult to optimize. Inspired by texture dictionaries [44], we introduce the target video \(x_{\text{tar}}\) as prior knowledge to fill patch texture instead of \(\delta\). In this way, we do not need any extra parameters. Compared with texture dictionaries generated by training data, \(x_{\text{tar}}\) has more explicit semantic information for targeted attacks and can be more easily accessed. We investigate the contribution of target videos to STDE and the robustness of STDE to different target videos and different source data in Section 4.3 and ablation studies. Therefore, \(x_{\text{adv}}\) generated by \(x_{\text{tar}}\) can be represented as follows:

\[
x_{\text{adv}} = M \odot x + M \odot x_{\text{tar}}.
\]

For the targeted attack, target class becomes the label of the target video \(y_{\text{tar}}\).

**Temporal Domain.** To further reduce the parameters, we select keyframes in the temporal domain and only add adversarial patches on keyframes. Specifically, we perform binary encoding on the video sequence and select keyframes by temporal difference. Temporal difference in our framework consists of temporal mutation and temporal crossover, which will be detailed described in the next section. Furthermore, temporal difference generates sparsely distributed adversarial patches, enhancing imperceptibility.

3.3. Spatial-temporal Differential Evolution

The pipeline of STDE can be summarized as follows: first, we maintain a population set \(V\) containing \(N\) populations. Then, we select the optimal local population as the starting search direction and finally approach the optimal global population through spatial-temporal difference. The overall algorithm is shown in Algorithm 1, and the overall framework is illustrated in Figure 2.

**Population Set.** Every population \(v\) in \(V\) is composed of two parts: \((P, FK)\), where \(P\) denotes the position of patches and \(FK\) denotes keyframe binary boolean vector. For \(P, P = \{(p^{(0)}, p^{(1)}), (p^{(2)}, p^{(3)})\}\). Each frame needs two point pairs \(\{(p^{(0)}, p^{(1)}), (p^{(2)}, p^{(3)})\}\), denoting coordinates of the upper left and lower right corner of each patch. These four parameters define the position and shape of the patch. For \(FK, FK \in \{0, 1\}^T\) and \(FK^{(t)} = 1\) denotes the \(t^{th}\) frame is a keyframe. Mask matrix \(M\) is generated by \(P\) and \(FK\). Therefore, each population \(v\) corresponds to a mask matrix \(M\). \(M\) and \(x_{\text{tar}}\) generate video adversarial examples \(x_{\text{adv}}\) according to Eq. 3.

**Population Initialization.** In our STDE framework, our attack starts from adversarial examples which can mislead threat models. Therefore, the population \(v\) that remains in the population set \(V\) must ensure that the generated \(x_{\text{adv}}\) is adversarial. For \(N\) initial populations, we sample initial \(P\) and \(FK\) from the uniform distribution. To initialize the population efficiently, \(P\) and \(FK\) are restricted by initialization rate \(\mu\) and frame coverage rate \(cf\) which constrain the size and number of randomly generated patches, respectively. Pseudocode for population initialization is shown in

![Figure 2. Overview of our decision-based video patch attack STDE. Given a clean video labeled *Surfing* and a target video labeled *Billiards*, STDE generates \(N\) populations through population initialization. Every population \(v\) is composed of the position set of patches \(P\) and keyframe binary sequence \(FK\). Next, we randomly select \(v_i, v_j\) and the best population \(v_{\text{best}}\) to generate new population \(v_{\text{new}}\) by mutation and crossover in the spatial and temporal domains. Then, we use the fitness function to judge whether to introduce \(v_{\text{new}}\). The final adversarial video can be predicted *Billiards* with minimal patch area.](image-url)
Supplementary Material. After population initialization, we get population set $V$, fitness set $G$ which stores the fitness of each population $v$ in $V$, and query cost $q$.

**Fitness function.** Score-based methods rely on the continuous score of query feedback to craft adversarial examples, which will lead to low optimization speed or even failure when the query feedback is replaced with discrete hard-label information. To achieve efficient attacks in the decision-based setting, we use the fitness function as new query feedback information. The fitness function evaluates the quality of each population in the evolutionary algorithm. Considering the optimization objective in Eq. 2, we introduce the patch area into the fitness function, and for the model query feedback information, we quantify it as $\text{area between different patches of keyframes in the temporal weight}$. The first part of this step involves optimizing the evolution speed. As the iteration number increases, mutation tends to be searched in the direction with fewer keyframes, which improves the evolution speed. Another advantage of temporal mutation is that the optimal solution tends to be searched in the direction with fewer keyframes, which improves the evolution speed.

Mutation. We generate new population by spatial and temporal mutation. First, we select $v_i, v_j$ from population set $V$. $v_{best}$ denotes the population which has the smallest fitness value. $v_i \neq v_j \neq v_{best}$. Second, we take the optimal solution $v_{best}$ of the current population set as the reference direction to search for the optimal global solution. It not only improves the query efficiency but also ensures the heritability of the new population. The process of mutation can be formulated as follows:

$$P_{new} = P_{best} + \gamma \cdot (P_i - P_j) ,$$
$$FK_{new} = FK_{best} \land (FK_i \lor FK_j).$$ (5)

The patch represented by $P$ belongs to the integer field, and integer operation is adopted to spatial mutation. $\gamma$ denotes a constant as the mutation rate to control the differential variation [32]. $FK$ denotes the keyframe binary boolean vector, using the binary operation to temporal mutation. Another advantage of temporal mutation is that the optimal solution tends to be searched in the direction with fewer keyframes, which improves the evolution speed.

Crossover. Crossover’s role is to improve population diversity. As the iteration number increases, mutation tends to fall into the optimal local region near the previous optimal solution. Crossover can make it jump out of the local optimum to find better solutions. $S_{\text{Cross}}$ denotes sparsity crossover. For each element in $P_{new}$, we randomly add a noise $k$ where $k \in \{-1, 0, 1\}$. To ensure the same degree of variation as mutation, we use the same $\gamma$ to adjust. We describe temporal crossover as $T_{\text{Cross}}$. We randomly select $\alpha$ positions of $FK_{new}$ to change the status of frames. $\alpha$ denotes a constant as crossover rate to control the degree of crossover. By controlling the magnitude of crossover through this constraint limit, the overall consistency of the optimization direction can be ensured.

Population Selection. If $g(v_{new}) < g(v_{worst})$, $v_{new}$ will join population set $V$, the worst population $v_{worst}$ will be eliminated. Otherwise, the population set is maintained.

4. Experiments

In this section, we conduct experiments compared with state-of-the-art methods. Then, we conduct diagnostic experiments, including hyper-parameters, target video source and image quality assessment. Moreover, we provide more ablation studies about STDE (e.g. crossover, fitness, and the robustness to target videos). Finally, we analyze time and memory costs, attack performance on patch defenses, and effectiveness analysis.

Algorithm 1 STDE for Targeted Attack

**Input:** video recognition model $F(\cdot)$, clean video $x$, ground truth $y$, target video $x_{tar}$, target video label $y_{tar}$

**Parameter:** mutation rate $\gamma$, crossover rate $\alpha$, queries $Q$

**Output:** $x_{adv}$

1. $V, G, q = \text{Population\_init}(F, x, y, x_{tar}, y_{tar})$.
2. while $\min(G) > \epsilon$ and $q < Q$ do
3.   $best, worst = \arg \min(G), \arg \max(G)$.
4.   Random select $v_i, v_j$ from $V$ and $v_i \neq v_j \neq v_{best}$.
5.   Create $P_{new}, FK_{new}$ using Eq. 5.
6.   $P_{new} = S_{\text{Cross}}(P_{new}, \gamma)$.
7.   $FK_{new} = T_{\text{Cross}}(FK_{new}, \alpha)$.
8.   $v_{new} = (P_{new}, FK_{new})$.
9.   Generate $M$ using $v_{new}$.
10. Generate $x_{adv}$ using Eq. 3 with $x, x_{tar}, M$.
11. Calculate $g(x_{adv})$ using Eq. 4.
12. if $g(x_{adv}) < G_{worst}$ then
13.   $G_{worst} = g(x_{adv}), v_{worst} = v_{new}$.
14. end if
15. $q = q + 1$.
16. end while
17. $best = \arg \min(G)$.
18. Generate $M$ using $v_{best}$.
19. Generate $x_{adv}$ using Eq. 3 with $x, x_{tar}, M$.
20. return $x_{adv}$
4.1. Experimental Settings

Datasets. We choose two popular datasets for video recognition: UCF-101 [31] and Kinetics-400 [3]. UCF-101 contains 13,320 video clips in 101 categories. Kinetics-400 includes 400 categories, with about 240,000 video clips for training and about 20,000 video clips for validation.

Video Recognition Models. We choose three popular models as our threat models, which show good performance on UCF-101 and Kinetics-400: C3D [12], Non-local (NL) [36] and TPN [45]. The input of all models except NL on Kinetics-400 is 16 consecutive frames randomly sampled from the video. To show the insensitivity of our method to the number of input frames, the input of NL on Kinetics-400 is 32 consecutive frames. On UCF-101, the accuracies for C3D, NL, and TPN are 86.3%, 74.4%, and 84.1%, respectively, while on Kinetics-400, the accuracies are 54.3%, 74.8% and 77.3% respectively.

Video Sampling. Following [17, 42, 41], we randomly sample one video from each class of test set on UCF-101 and validation set on Kinetics-400 as clean videos, and follow the same procedure to select target videos. We guarantee the video recognition model can accurately classify each video and the target video corresponding to each clean video belongs to a different class.

Metrics. 1) Fooling rate (FR): the ratio (%) of videos that are successfully attacked. 2) Average occluded area (AOA): the percentage (%) occluded by patches in total video area. 3) Average occluded area in the salient region (AOA*): the percentage (%) occluded by patches in the salient region, followed by [4]. 4) Average query number (AQN): average number of queries over all videos.

Baselines. Since we propose a decision-based patch attack on video models for the first time, there is no other method in line with this setting. Therefore, we compare four advanced patch attacks: TPA [44], AdvW [16], Patch-Rs [9], and BSCA* [4]. These attacks are based on a score-based setting where attackers acquire more information from threat models than ours. To make a fair comparison, we convert score information into hard labels to meet the decision-based setting. To demonstrate the state-of-the-art performance of STDE, we retain the score-based BSCA (e.g. BSCA*) for comparison, although this comparison is unfair to our method. Following [44], we set the maximum allowed query number to 10,000 for untargeted attacks and 50,000 for targeted attacks. Since there are four metrics to compare performance, we guarantee almost the same AOA for each method to compare the remaining three metrics. More parameters are in Supplementary Material.

4.2. Performance Comparison

STDE vs Reinforcement Learning. To verify the superiority of our evolutionary algorithm in the decision-based setting, we compare STDE with TPA and BSCA, which utilize the reinforcement learning framework. TPA uses training data to generate texture dictionary to fill the patch texture. Because training data is not available in the black-box setting, we use target video instead of texture dictionary. It can be seen from Table 1 that our method is significantly better than TPA in all metrics.

BSCA is the first patch attack on video recognition. However, BSCA cannot achieve the targeted attack. BSCA* in Table 1 denotes score-based BSCA. Experiments show that STDE performs better in all metrics than both BSCA and BSCA*. To demonstrate the superiority of STDE from another perspective and the portability of STDE, we design the white bullet screen attack (STDE-W) and the prior bullet screen attack (STDE-P) based on STDE. Different from STDE, the population parameters of STDE-W and STDE-P consist of the number of bullet screens, the coordinate of the upper left corner of bullet screens, and the transparency of bullet screens. The texture of STDE-W is filled with white, and the texture of STDE-P is filled with target videos. Experimental results are shown in Table 2. For the untargeted attack, FR of STDE-W is 6.9% higher than BSCA, and STDE-W only needs one-fourth of the query budget of BSCA. Compared with STDE-W, STDE-P has a higher fooling rate for the targeted attack. This also demonstrates target videos as prior knowledge can improve attack performance for targeted attacks.

STDE vs Random Search. An evolutionary algorithm is essentially an optimization search algorithm. To compare its advantages with random search, we compare it with Patch-Rs [9]. Patch-Rs uses random search to add small patches into large patch area and has strong attack performance in the image domain. From Table 1, we can see that our method can exceed Patch-Rs in terms of attack intensity and efficiency, on both untargeted and targeted attacks.

STDE vs Bash Hopping Evolution. To verify the superiority of STDE compared with other evolutionary algorithms, we compare with AdvW [16]. AdvW adopts the basin hopping evolution algorithm, a heuristic random search algorithm based on basin jumping. Experiments show that AdvW has the worst effect for the untargeted attack. This is because AdvW selects populations based on the probabilities fed by the model, which is difficult to optimize in the decision-based settings.

Overall. STDE has reached 100% FR on each model and dataset with 3% AOA on average for untargeted attacks and 15% AOA on average for targeted attacks. Among all tasks, NL/Kinetics-400 on targeted attacks has the lowest FR for others, our method can still improve 49.38% FR with 1/7 queries. Overall, STDE achieves state-of-the-art performance in terms of threat, efficiency and imperceptibility.
Table 1. Comparison of attack performance of STDE to other methods over UCF-101 and Kinetics-400 datasets using C3D, NL, and TPN.

Table 2. Two bullet screen attacks based on STDE (STDE-W and STDE-P) compared with BSCA on UCF-101 dataset against C3D model in the decision-based setting.

Figure 3. We visualize our method compared with BSCA on UCF-101 dataset for the untargeted attack against C3D model.

4.3. Diagnostic Experiments

Hyper-parameters Tuning. We randomly select one video from each category on the UCF-101 test set, which does not overlap with the videos in Table 1. We select C3D as the threat model. The hyper-parameters of STDE are: $N = 15$, $\mu = 0.4$, $\gamma = 1$, $\lambda = 1.0$. For the untargeted attack, $cf = 0.6$, $\alpha = 1$. For the targeted attack, $cf = 0.7$, $\alpha = 2$. Please refer more details to Supplementary Material.

Target Video Source. To verify the generalization of STDE, we set 10 videos from the YouTube website as target videos. Clean videos are selected from UCF-101. Experiments in Table 3 show that different source data has little effect, indicating that STDE is robust to target video source.

Quality Assessment. Although patch attack is a form of perceptible attack that does not emphasize imperceptibility [1, 18], STDE still maintains its superiority. Figure 3 shows visualizations of STDE and BSCA. STDE has better imperceptibility due to small AOA and sparse distribution of patches. Moreover, following perturbation-based attacks and BSCA, we adopt PSNR, SSIM, MSE and AOA* to quantify the quality of generated adversarial videos. Table 4 shows STDE outperforms BSCA in all metrics. For further visualizations and analysis, please refer to Supplementary Material.
4.4. Ablation Studies

Temporal Difference. We verify the role of keyframe selection with temporal difference. Ours* in Table 1 indicates STDE only performs spatial differential evolution. The experimental results show the temporal difference module can improve our method’s attack performance, especially for targeted attacks.

Fitness Function. We explore the effects of different norm constraints on the performance, and Figure 5(a) shows the effects of $l_0$ and $l_2$ norms on untargeted and targeted attacks. The advantage of $l_0$ norm is more significant for targeted attacks, with AOA dropping by 1%, compared to untargeted attacks where AOA drops by 0.16%.

Crossover. Figure 5(b) shows the impact of crossover on attack performance (AOA). Without crossover, STDE falls into a local optimum, which leads to premature convergence, especially for targeted attacks (e.g. AOA increases by 20%).

Different Types. To verify the advantage of target video, we introduce two other forms of targets (Gaussian noise and Monochrome blocks) for comparison. Figure 5(c) shows the performance comparison under untargeted attacks. Both Gaussian noise and Monochrome blocks result in a loss of performance (e.g. 5% increase in AOA). In addition, for targeted attacks, the attack performance is further limited by the inability of Monochrome blocks and Gaussian noise to successfully initialize the population.

Different Videos. To verify the robustness of STDE to different target videos, we design five sets of experiments on C3D/UCF-101, each with the same 50 source videos and 1 different target video. Figure 5(d) shows the effect of different target videos on the untargeted attack with almost no effect and a slight effect on the target attack.

<table>
<thead>
<tr>
<th>Method</th>
<th>SSIM↑</th>
<th>PSNR↑</th>
<th>AOA*↓</th>
<th>MSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSCA</td>
<td>0.864</td>
<td>22.74</td>
<td>2.310</td>
<td>430.3</td>
</tr>
<tr>
<td>STDE</td>
<td>0.978</td>
<td>34.04</td>
<td>1.640</td>
<td>120.2</td>
</tr>
</tbody>
</table>

Table 4. Quality assessment of adversarial videos generated by STDE and BSCA against C3D model.

Figure 4. Comparison with BSCA about memory (a) and time (b) costs under a single video attack with 10,000 queries.

4.5. Time and Memory Cost

To evaluate the attack cost of video patch attacks, we analyze the time and memory costs for 10,000 single-video attacks between STDE and BSCA on a single V100 GPU. Figure 4 shows that under all models and datasets, our method has a higher query efficiency while requiring only one-seventh of the memory cost compared to BSCA. We analyze the space and time complexity of STDE and BSCA. The space complexity is $O(1)$ and $O(n)$, respectively. Time complexity is $O(T \times Q)$ and $O(m \times T \times Q)$, where $m$ is the number of bullet screens.

4.6. Attacks on Patch Defenses

To verify the robustness of STDE, we select two state-of-the-art patch defense methods. Local Gradient Smoothing (LGS) [28] defends by inhibiting the values of high activation areas because they consider the added patch has a high activation value. Digital Watermarking (DW) [13] defends by eliminating the watermark. We apply the above methods to every frame for achieving video defense. Table 5 shows neither of these defense methods can defend against STDE. We observe that the clean video is damaged to some extent due to these two pre-processing defense methods, improving attack performance instead.

4.7. Effectiveness Analysis

We are the first to explore the feasibility of patch-based targeted attacks on video models. To explore how STDE achieves the targeted attack, we use Grad-Cam [29] to visualize the attention area in Figure 6. For clean videos, we observe that the model focuses on action scenes, which is consistent with human intuition. For adversarial videos, we discover that just covering a small area with adversarial patches on the clean video can cause attention to be transferred to the adversarial patch for targeted attacks, and these patches may not be added on consecutive frames. This suggests that generated adversarial patches fool the video recognition model by changing the attention distribution of the model and also exhibit high redundancy of video information in the spatial and temporal domains.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3D</td>
<td>LGS</td>
</tr>
<tr>
<td></td>
<td>DW</td>
</tr>
<tr>
<td>TPN</td>
<td>LGS</td>
</tr>
</tbody>
</table>

Table 5. Attack performance against LGS and DW. Clean denotes no defense methods to be used.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>Untargeted</th>
<th>Targeted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FR↑ AOA↑ AOA*↑ AQN↑</td>
<td>FR↑ AOA↑ AOA*↑ AQN↑</td>
<td></td>
</tr>
<tr>
<td>C3D</td>
<td>Clean</td>
<td>100 0.40 1.64 2600</td>
<td>100 18.70 7.20 2700</td>
</tr>
<tr>
<td></td>
<td>LGS</td>
<td>100 0.40 1.61 2523</td>
<td>100 18.96 7.94 2575</td>
</tr>
<tr>
<td></td>
<td>DW</td>
<td>98 0.60 0.23 2349</td>
<td>98 12.45 4.27 2672</td>
</tr>
<tr>
<td>TPN</td>
<td>Clean</td>
<td>100 0.64 1.21 2700</td>
<td>100 9.41 3.08 2850</td>
</tr>
<tr>
<td></td>
<td>LGS</td>
<td>100 0.64 1.04 2710</td>
<td>100 8.59 2.90 2550</td>
</tr>
<tr>
<td></td>
<td>DW</td>
<td>100 0.33 1.28 2760</td>
<td>100 10.15 3.58 2848</td>
</tr>
</tbody>
</table>
5. Conclusion

In this paper, we study the vulnerability of video models in a new attack setting called decision-based patch attacks on video recognition models. To achieve query-efficient attacks in this new attack setting, we propose a spatial-temporal differential evolution algorithm (STDE) framework which is simple but effective. Extensive experiments show that STDE achieves state-of-the-art performance in terms of threat and imperceptibility with low cost and high query efficiency. We further analyze the effectiveness and robustness of STDE. We also indicate that STDE can easily migrate to other forms of patch attacks. This work explores a new attack setting for video models and provides a powerful attack method in this setting which further improves the assessment system of video model robustness. In the future, we will make full use of the information from the video itself to explore more sparse and efficient video attacks in the decision-based setting.

Broader Impacts. Our work demonstrates that the vulnerability of DNNs exists not only for the image classification models but also for the video recognition models. This vulnerability causes security risks to video-related tasks in the real world. We propose STDE, as a powerful method to evaluate the robustness of video recognition models, to help researchers understand video recognition models from the perspective of adversarial attack, so as to design more robust video recognition models.
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