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Abstract

Images are a convenient way to specify which particu-
lar object instance an embodied agent should navigate to.
Solving this task requires semantic visual reasoning and ex-
ploration of unknown environments. We present a system
that can perform this task in both simulation and the real
world. Our modular method solves sub-tasks of exploration,
goal instance re-identification, goal localization, and local
navigation. We re-identify the goal instance in egocentric
vision using feature-matching and localize the goal instance
by projecting matched features to a map. Each sub-task is
solved using off-the-shelf components requiring zero fine-
tuning. On the HM3D InstanceImageNav benchmark, this
system outperforms a baseline end-to-end RL policy 7x and
a state-of-the-art ImageNav model 2.3x (56% vs. 25% suc-
cess). We deploy this system to a mobile robot platform and
demonstrate effective real-world performance, achieving an
88% success rate across a home and an office environment.

1. Introduction

Consider instructing a last-mile delivery agent on where
to deliver a package. Specifying a particular porch receptacle
can be conveniently done via image, provided you are local
to the environment prior to delivery and have foresight to
capture the image. This example motivates the fundamental
embodied skill we study in this paper: navigating to an object
instance specified by an image. As depicted in Fig. 1 (Top),
the agent is provided with egocentric vision and a goal image
(in this case, a bed) and must navigate to that particular bed.
This Image Goal Navigation task requires reasoning over the
relation of objects in the scene (e.g., disambiguating between
instances of similar appearance) and exploring efficiently
(e.g., entering bedrooms while searching for the bed).

*Work done while interning at Meta AI’s FAIR Labs.
Correspondence: krantzja@oregonstate.edu
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Figure 1: Top: InstanceImageNav tasks an agent with
navigating to an object instance described by a goal image.
Bottom: Real-World Deployment. Our method achieves
leading performance in sim and transfers to reality. Here, we
find a chair 10m away. Videos are on the project page.
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Figure 2: Model Overview. We instantiate exploration with frontier-based exploration, instance re-identification with feature
matching, goal localization with masked feature projection, and local navigation with analytical planning. Sub-task modules
are green with supporting components in gray.

In this paper we present a navigation system that can reli-
ably perform this instance-based Image Goal Navigation task
in the real-world. Specifically, we propose a modular frame-
work consisting of Exploration, Instance Re-Identification,
Goal Localization, and Local Navigation. We instantiate this
framework using a simple combination of off-the-shelf com-
ponents requiring zero fine-tuning. Depicted in Fig. 2, our
system uses a frontier-based exploration policy, re-identifies
goals with feature matching, localizes goals with projected
feature matches, and path plans with an analytical planner.
On the challenging Habitat-Matterport3D (HM3D) [32] In-
stanceImageNav benchmark [24], we achieve a success rate
of 56% vs. 25% for the best baseline. We deploy our system
on a mobile robot platform in two real-world environments
where it achieves a success rate of 88% (e.g., Fig. 1 Bottom).

Most prior work tackling Image Goal Navigation
(ImageNav)[53, 10, 19, 29, 1, 28, 49] assumes that goal
images were captured at random poses in the environment
and always match the camera parameters of the agent. As
argued in Krantz, et al. [24], this formulation may result
in ambiguous image goals (e.g., captures of nondescript
walls) and is detached from potential user applications. To
overcome these issues, the instance-based ImageNav task
(InstanceImageNav) proposed by Krantz, et al. [24] has two
key properties: (1) goal images depict an object instance,
and (2) goal images are independent of agent embodiment. A
baseline end-to-end reinforcement learning policy achieves
just 8.3% success. Our system outperforms this 7-fold. To
further compare to prior work, we evaluate a state-of-the-
art ImageNav method [48] on InstanceImageNav. While it
outperforms the baseline, our system outperforms it 2.3x.

Many prior navigation approaches, such as the two men-

tioned above, involve training sensors-to-action policies end-
to-end using reinforcement or imitation learning. While
end-to-end methods can be easy to implement and appli-
cable to multiple tasks, they suffer from limitations of
high sample complexity [24], overfitting [46], and poor
sim-to-real transfer [18]. Alternatively, navigation can be
decomposed into sub-tasks solved with more constrained
skills [8, 9, 17, 18]. This modular paradigm provides bene-
fits of increased sample efficiency and improved real-world
execution [31, 18, 14]. Our method demonstrates these ben-
efits with efficient sample complexity (zero fine-tuning) and
effective real-world performance (Fig. 1 Bottom), all while
achieving top performance on the simulation benchmark.

Altogether, we tackle the relevant and challenging
Instance-specific Image Goal Navigation task. We propose a
modular method that tops the HM3D InstanceImageNav
benchmark and outperforms a state-of-the-art ImageNav
model. We deploy our system on a mobile robot platform and
demonstrate that it can operate reliably in indoor real-world
environments.

2. Related Work

Image Goal Navigation. In embodied navigation, targets
can be specified via coordinates [2] or through various forms
of semantic description [6, 53, 11, 3, 25]. Image-goal navi-
gation (ImageNav) is one form of the latter; agents navigate
in response to a visual description provided by an image.
ImageNav is commonly studied in previously-unseen en-
vironments [53] where goal images are sampled randomly
throughout the scene [10]. While many works study indoor
environments, some study outdoor [38, 39, 40]. Many ap-
proaches to solving ImageNav adopt deep reinforcement
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learning (DRL) to learn end-to-end policies that map ego-
centric vision to action [53, 1, 28, 49]. However, skills
relating to visual scene understanding, semantic exploration,
and long-term memory tend to be difficult to learn end-to-
end. Thus, these methods tend to adopt a combination of
careful reward shaping [12], pre-training routines [49], and
advanced memory modules [34, 29, 46]. In opposition to
end-to-end DRL, some approaches carve out sub-tasks that
can be learned in a supervised manner, such as graph pre-
diction via topological SLAM [10], graph-based distance
learning [19, 39], and camera pose estimation for last-mile
navigation [44]. In this work we address the ImageNav task
where goal images depict object instances (InstanceImage-
Nav [24]). We study how far we can drive performance
on this benchmark using a purely modular method with no
fine-tuning and demonstrate superior performance to a state-
of-the-art end-to-end policy.
Modular Methods for Semantic Navigation. Classical
approaches to navigating previously-unseen environments
involve building a geometric map and localizing the agent
(SLAM [16]). Modular methods to semantic navigation
decompose high-level tasks into components that can either
leverage the classical navigation pipeline or be solved with
modern vision systems, such as object detectors [20]. One
related task is Object Goal Navigation (ObjectNav [6]), in
which an agent is given an object category (e.g., potted plant)
and must navigate to any instance of that category. Chaplot
et al. [9] decomposed the ObjectNav task to exploration,
object detection, and local navigation. Expanding on this,
CLIP on Wheels (CoW [17]) employed a decomposition of
exploration and object localization to address an open-set
object vocabulary. Modular methods are also promising for
effective simulation-to-reality transfer (Sim2Real). Gervet
et al. [18] performed Sim2Real transfer of modular and end-
to-end ObjectNav systems, finding that modularity avoided
the visual Sim2Real gap that degraded the end-to-end policy.
In this work, we expand the capability of modular navigation
agents to include image-specified navigation targets. We
propose a factorization of the problem that can be solved
via modular components and demonstrate its effectiveness
in both simulation and reality.
Instance Re-Identification. Object instance re-
identification (OIRe-ID) is the task of determining if
a given image depicts the same object in an anchor image.
OIRe-ID is commonly operationalized as image retrieval
[5, 4]. Prior to the deep learning revolution, image retrieval
and related visual recognition tasks were based primarily on
local feature descriptors [26] such as SIFT [27] or HOG [13].
A foundational object retrieval method involved applying
text retrieval methods to these local features, resulting
in a bag-of-visual-words model (BoVW [41]). Models
relying on local features are limited by the expressivity of
feature representation. As such, some modern approaches

update this stack with deep networks for description (e.g.
SuperPoint [15]) and matching (e.g. SuperGlue [33]).
Alternatively, re-ranking methods using transformers [43]
and epipolar-guided transformers [7] have been proposed
in the OIRe-ID space. In this work, we propose solving
an embodied OIRe-ID problem where egomotion guides
the acquisition of novel instance views. We show that
our SuperGlue-based keypoint method not only enables
re-identification but also informs localizing the instance.

3. InstanceImageNav Task Setup

We follow the task setup proposed by Krantz et al. [24].
The instance-specific image goal navigation task (Instan-
ceImageNav) places an agent at a random pose in an unex-
plored indoor environment and tasks the agent with navigat-
ing to a particular object instance depicted as the primary
subject of an RGB image. We match our task setup with
the ImageNav track of the 2023 Habitat Navigation Chal-
lenge1 [47] to enable both clear comparisons and a smooth
transfer from simulation to reality.

Observation Space. At each time step t, the agent’s ob-
servation Ot consists of the RGB goal image I

⇤, an ego-
centric RGB image It, an egocentric depth image Dt, and
the agent’s pose Pt = (x, y, ✓) relative to the starting pose
P0 = (0, 0, 0). Collectively, Ot = (I⇤, It,Dt,Pt). The
camera capturing I

⇤ is independent of the camera capturing
It. Camera parameters for I⇤ are sampled to reflect realistic
deployments, both extrinsic (height, look-at-angle, distance-
to-object) and intrinsic (field of view). See Krantz, et al. [24]
for more details. I⇤ is a 512⇥ 512 RGB image. The agent’s
egocentric perception matches the Intel RealSense camera:
both It and Dt are aligned to 640⇥ 360 with a 42� HFOV.

Action Space. We adopt a discrete action space A =
{MOVE-FORWARD, TURN-LEFT, TURN-RIGHT, STOP}
where forward movement translates the agent by 0.25m and
turn commands rotate the agent by 30�.

Success Criteria. An InstanceImageNav episode is success-
ful if the agent issues the STOP action while within 1.0m
Euclidean distance of the object instance depicted by I

⇤.
The target instance must also be oracle-viewable by any
combination of turning the agent and looking up or down.

Embodiment. Our real-world execution is performed using
Stretch by Hello Robot2. We model this embodiment in our
simulation experiments with a rigid-body, zero-turn-radius
cylinder of height 1.41m and radius 0.17m. The forward-
facing RGBD camera is mounted at a height of 1.31m.

1aihabitat.org/challenge/2023
2hello-robot.com/stretch-2
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4. Method

We propose factorizing the InstanceImageNav task into
sub-tasks that can be individually addressed. Specifically,
we carve out exploration, goal instance re-identification, goal
localization, and local navigation to solve InstanceImageNav
in aggregate. We describe these sub-tasks as follows.
Exploration. Finding an object instance in a previously-
unknown environment requires exploration — both the loca-
tion of the goal and the map of the environment are unknown.
In InstanceImageNav, the goal is described by I

⇤, where a
successful navigation entails observing an It at some time
t with a high semantic similarity to I

⇤. Efficiently visiting
locations in the environment that may afford this view, i.e.,
maximizing coverage of the observable space, can lead to a
successful navigation.
Goal Instance Re-Identification. If an exploration policy
results in 100% coverage of the observable space, then there
exists at least one time step t such that the associated image
It depicts the goal instance described by I

⇤. Goal instance
re-identification is thus the binary classifier fID that answers

“is the object depicted in I
⇤ visible in It?” Concretely,

ŷt = fID(I⇤, It). (1)

This task leverages foreground and background to re-identify
an object from novel views and is studied extensively in the
object instance re-identification (OIRe-ID) literature.
Goal Localization. Agents may be far from the goal instance
when it is identified, so simply calling STOP is insufficient
for success. Thus, it is essential to use the pairing between
I
⇤ and It to localize the goal. Goal localization, fGL, maps

the paired RGB images and egocentric depth to the position
of the goal instance relative to the agent’s current pose:

⇣
P

(x,y,·)
G � P

(x,y,✓)
t

⌘
= fGL(I

⇤, It,Dt). (2)

Local Navigation. Local Navigation is the foundation that
enables both exploration and navigation to the goal instance.
We consider a local navigation policy ⇡ that maps a rel-
ative polar coordinate goal (r, ✓) to a sequence of actions
{a0, a1, . . . , an} 2 A. ⇡ can be conditioned on a map and/or
egocentric vision.

4.1. Proposed Modules

We instantiate a system that operationalizes the above
factorization: Mod-IIN. Specifically, we propose a purely
modular method that can perform InstanceImageNav without
any re-trained or fine-tuned components. This method is in
stark contrast to the prevailing paradigm of learned end-to-
end ImageNav policies, yet demonstrates compelling results
in simulation and reality. We visualize this model in Fig. 2.
Exploration. We adopt a frontier-based exploration
(FBE [51]) policy that operates on a top-down 2D map track-
ing occupancy, free-space, and frontiers, where frontiers

delineate the boundary between explored and unexplored
regions. This map is updated each time step using an inverse
perspective projection of egocentric depth (Dt) and pose
(Pt). FBE greedily selects the nearest frontier in the map to
navigate to. Upon reaching that frontier, the process repeats
with the selection of the next nearest frontier. This policy en-
ables an efficient expansion of coverage with demonstrated
effectiveness in both simulation and reality [18].
Goal Instance Re-Identification. We employ a keypoint-
based re-identification method that performs binary classifi-
cation conditioned on the goal image and egocentric image.
First, we extract the pixel-wise (x, y) location of keypoints
K⇤

2 Rn⇥2 in the goal image and their associated vector
descriptions V ⇤

2 Rn⇥256. We extract these features using
SuperPoint [15], a single-pass convolutional neural network
trained using homographic adaptation, a self-supervised con-
sistency method. We repeat this for the egocentric image,
resulting in Kt 2 Rm⇥2 and Vt 2 Rm⇥256. Concretely:

(K⇤, V ⇤) = SuperPoint(I⇤) (3)
(Kt, Vt) = SuperPoint(It) (4)

We then compute correspondences between (K⇤, V ⇤) and
(Kt, Vt), resulting in a matched subset (K̂⇤

2 Rw⇥2, K̂t 2

Rw⇥2) such that the ith keypoint of K̂⇤ corresponds to the
ith keypoint of K̂t with w  min(n,m). Each keypoint
pair has a match confidence score 0  C 2 Rw

 1. We
use SuperGlue [33], a graph neural network (GNN) that
optimizes a partial match assignment via optimal transport:

(K̂⇤, K̂t), C = SuperGlue((K⇤, V ⇤), (Kt, Vt)) (5)

We can then turn this output into a binary classifier by thresh-
olding the sum of the confidence scores:

sum(C) � ⌧ (6)

where a positive truth value indicates re-identification of the
goal instance and ⌧ is a chosen threshold. This classifier is
evaluated on (I⇤, It) at each step t. For both feature extrac-
tion (SuperPoint) and feature matching (SuperGlue), we use
off-the-shelf models with zero downstream fine-tuning.
Determining a Detection Threshold ⌧ . If ⌧ is too low, ego-
centric images that do not observe the goal will be incorrectly
passed on to goal localization (too many false positives). If
⌧ is too high, steps during exploration that observe the goal
will be missed (too many false negatives). To strike a bal-
ance between these error modes, we collect a dataset of pairs
of goal images and pick the threshold that maximizes our
classifier’s F-measure. This method is as follows.

We sample a set of object instances that are represented
in the training split of the InstanceImageNav episode dataset.
Each object has between 1 and 50 goal images that depict it.
We extract 3% of the object instances and their associated

10919



Goal Image Pair Same Instance?

No

No

Yes

(a) Classification Dataset (b) Precision-Recall Curve (c) F-Measure Curve

Figure 3: To determine an instance re-identification (Re-ID) threshold ⌧ , we collect a dataset of goal image pairs (a). Our
Re-ID method computes the sum of feature matching scores for each image pair which can then be used to compute a PR
curve (b) and an f-measure curve (c). We select the ⌧ with maximal f-measure (⌧ = 24.5).

goal images, resulting in 121 objects and 2270 goal images
(an average of 18.8 images per object). We use this data
to construct a pairwise dataset where the input consists of
two images (Ia, Ib) and the output y consists of whether
those images observe the same object: ((Ia, Ib), y) 2 D.
We then run our classifier on all image pairs to produce a set
of confidence scores. This enables us to compute precision-
recall (PR) and F-measure curves for our classifier (Fig. 3).
In the end, we select the threshold that maximizes F-measure
(the harmonic mean of precision and recall). We verify that
this produces an empirically optimal threshold in Sup. A.
Goal Localization. Upon observing the goal instance, we
need to localize it in the world (Eq. 2). From the previous
re-identification step, we have correspondences (K̂⇤, K̂t)
between the goal image and the egocentric image. Using
the depth map Dt aligned to our egocentric image, we can
project these points into the world via an inverse perspective
projection. However, not all matched keypoints lie on the
goal instance we seek to navigate to; visual features associ-
ated with the background and adjacent objects can cause the
agent to stop at the wrong location. The question becomes,

“which matched keypoints should we project as goal targets?”.
We perform instance segmentation of the goal image to

determine a mask of the goal instance — keypoints inside
the mask can be mapped to the egocentric frame and then
be projected. We perform instance segmentation using an
off-the-shelf pre-trained network (Detic [52]). We select
Detic as it is a high-performance detector that allows for an
open vocabulary by encoding concepts through CLIP [30].
In using Detic, our method is not constrained to fixed object
categories and can be extended to image goals depicting
arbitrary objects. To determine a goal instance mask, we se-
lect the mask containing the image center point with highest
confidence.

All keypoints in K̂⇤ that lie within this mask are mapped
to their corresponding keypoint in K̂t and projected to the

world. The point cloud of goal points is coalesced along
the height dimension and voxelized into a 2D map channel.
This channel is then concatenated with the map constructed
during exploration and treated as a navigation target.
Local Navigation. The local navigator must navigate to fron-
tier points (exploration) and goal points (goal localization).
Both can be addressed as follows; given a partial occupancy
map and a set of goal points, plan a path in the agent’s action
space A that conveys the agent to the nearest reachable point.
We solve this using an incremental path planner based on
the fast marching method (FMM [37]) as proposed by [8]
and used in subsequent works [9, 19, 23].

5. Experiments

We evaluate our model in simulation and reality. In simu-
lation, we compare to prior art and alternate sub-task mod-
ules (Sec. 5.2). We analyze failure modes (Sec. 5.3) and
discuss a qualitative example (Sec. 5.4). Finally, we demon-
strate successful Sim2Real transfer (Sec. 5.5).

5.1. Experimental Setup

Simulation. Our simulated experiments follow the task def-
inition and dataset proposed for the ImageNav track of the
2023 Habitat Navigation Challenge [24]. We build and eval-
uate our agent on top of the Habitat Simulator [35, 42]. The
episode dataset follows the generation procedure proposed
by Krantz, et al. [24] for InstanceImageNav with the addi-
tional constraint that multi-floor navigation is not required
of any episode. Scenes supporting this dataset come from
the Habitat-Matterport3D Dataset [32] with semantic anno-
tations (HM3D-SEM [50]). The 216 scenes in HM3D-SEM
are split Train/Val/Test on 145/36/35 and InstanceImageNav
episodes are split Train/Val/Test-Standard/Test-Challenge on
7,056K/1K/1K/1K. The object instances depicted by the goal
images have a category belonging to one of the following: {
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Validation

# Model NE # SR " SPL "

1 IIN RL Baseline 6.3 0.083 0.035
2 OVRL-v2-ImageNav 6.9 0.006 0.002
3 OVRL-v2-IIN 5.0 0.248 0.118
4 Mod-IIN (Ours) 3.1 0.561 0.233

Table 1: We compare our Modular InstanceImageNav
method (Mod-IIN) against prior methods on InstanceIma-
geNav. Mod-IIN outperforms the baseline model (row 1)
with a 6.8x increase in SR and outperforms a state-of-the-art
ImageNav model (OVRL-v2, row 3) by 2.3x.

chair, couch, plant, bed, toilet, television }. We use the Val
split which is composed of 795 unique object instances.
Metrics. We evaluate models on success and efficiency. Par-
ticularly, we report success rate (SR), success weighted by
inverse path length (SPL), navigation error (NE), and, in
some analyses, maximum steps taken (Max-ST). Success
is true if upon calling STOP, the agent is within 1.0m Eu-
clidean distance of the goal and the object is oracle-visible
by turning or looking up/down. SPL is an efficiency measure
defined in [2] and modified for goal viewpoints in [6]. NE is
the geodesic distance between the agent’s stopping location
and the nearest goal viewpoint. Max-ST is the percentage
of episodes that use the full step budget (1000).
Baselines. We compare our agent to the following models:

• IIN RL Baseline: The InstanceImageNav (IIN)
baseline model [24] is an end-to-end sensors-to-action
recurrent policy consisting of unimodal encoders for
the goal image, egocentric image, egocentric depth, and
pose. This model was trained from scratch using rein-
forcement learning for 3.5 billion steps of experience
using proximal policy optimization (PPO [36]) with
variable experience rollout (VER [45]).

• OVRL-v2: Offline Visual Representation learning V2
(OVRL-v2 [48]) is a model-free, end-to-end semantic
navigation policy that employs a ViT+LSTM architec-
ture and self-supervised visual pre-training. At the time
of writing, OVRL-v2 achieves state-of-the-art perfor-
mance on a prior ImageNav benchmark and near state-
of-the-art on an ObjectNav benchmark. We evaluate
the pre-trained model zero-shot on InstanceImageNav
(OVRL-v2-ImageNav). To make a fair comparison,
we then take the pre-trained model and fine-tune it
for InstanceImageNav (OVRL-v2-IIN) following the
same training routine and parameters used in [48] for
their ImageNav experiments.

Ablations: Goal Instance Re-Identification. We compare
our goal instance re-identification method against baseline

approaches. We consider:

• Keypoint-Conf: This is our primary method as de-
scribed in Sec. 4.1. In summary, keypoints are extracted
from both goal and egocentric images and matched.
This is converted to binary classification by threshold-
ing the sum of correspondence confidence scores.

• Keypoint-Match: This method is the same as above
but with a different classification strategy; the number
of matched keypoint pairs are thresholded instead of
the confidence sum. This allows us to test if match
confidence affords additional discriminative value.

• ResNet: This method ablates keypoints entirely by en-
coding both the goal and the egocentric images with a
ResNet-50 [21] pre-trained on ImageNet. We compute
and threshold the cosine similarity between the result-
ing feature vectors such that a cosine similarity above
⌧ implies re-identification of the goal instance.

• CLIP: This method is the same as ResNet but encodes
images using a model trained contrastively: CLIP [30].

• Oracle: This method provides an upper bound to the
instance re-identification sub-task by querying the sim-
ulator for an oracle instance mask in the agent’s ego-
centric frame. A positive detection is made if any pixel
in the mask matches the ID of the goal object.

All methods above (except for Oracle) threshold some scalar
value to perform detection. Each threshold is determined via
the maximal F-measure method presented in Sec. 4.1. We
include PR and F-measure curves for each in Sup. B.
Ablations: Goal Localization. We compare our goal local-
ization method against baseline approaches. We consider:

• Detic-Projected: This is our primary method as de-
scribed in Sec. 4.1. In summary, matched goal image
keypoints that lie within the goal instance mask (com-
puted by Detic) are projected to a goal map channel.

• Crop-Projected: This method ablates instance segmen-
tation via Detic. Matched keypoints that lie within a
static central crop of the goal image are projected. We
provide further details of this method in Sup. C.

• Detic-ObjectNav: This method ablates keypoints. De-
tic infers the object category of the goal instance. Upon
positive Re-ID, Detic identifies all pixels in the egocen-
tric image that belong to the inferred category. These
pixels are projected and the agent navigates to the clos-
est object of that class. This method takes the semantic
segmentation form of modular ObjectNav [9, 18].

• Oracle: This method provides an upper bound to the
goal localization sub-task. Upon positive detection, all
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Model Variation Validation

# Instance Re-ID Goal Localization NE # Max-ST # SR " SPL "

1 Keypoint-Conf Detic-Projected 3.096 0.310 0.561 0.233

2 Keypoint-Match Detic-Projected 3.261 0.339 0.539 0.221
3 Keypoint-Conf Crop-Projected 3.128 0.301 0.523 0.224
4 Keypoint-Conf Detic-ObjectNav 3.235 0.327 0.488 0.205
5 ResNet Detic-ObjectNav 6.264 0.857 0.138 0.044
6 CLIP Detic-ObjectNav 6.570 0.917 0.097 0.029
7 Oracle Oracle 1.300 0.089 0.845 0.453
8 Oracle Detic-Projected 2.551 0.116 0.498 0.250
9 Keypoint-Conf Oracle 2.914 0.348 0.647 0.266

Table 2: Our Modular InstanceImageNav method
(Mod-IIN: row 1) with variations to instance re-
identification and goal localization.

egocentric pixels that observe the goal object instance
(according to an oracle instance mask) are projected.

5.2. Simulation Results

We center our results discussion on key observations.
Mod-IIN Outperforms Prior Art. Our method outper-
forms the baseline InstanceImageNav method (Tab. 1 row 1
vs. 4) with a nearly 7-fold increase in success (0.561 SR vs.
0.083 SR). Mod-IIN requires zero fine-tuning, while the
end-to-end IIN RL Baseline was trained for 3.5 billion
steps of experience distributed across 64 GPUs.

Evaluating OVRL-v2 zero-shot on InstanceImageNav
(Tab. 1 row 2) results in very low performance (0.006 SR).
Contributing factors include a different scene dataset (Gib-
son vs. HM3D), a change in embodiment (LocoBot vs.
Stretch), and a different goal destination (image source vs.
image subject). OVRL-v2 trained for InstanceImageNav
(OVRL-v2-IIN) performs better with a 0.248 SR (Tab. 1
row 3), yet despite its visual pre-training, demonstrates sig-
nificant overfitting to the Train split (0.850 SR). Our method
performs 2.3x better in Val (Tab. 1 row 4 vs. 3).
Keypoint Confidence Is More Discriminative Than

Match Count. Thresholding the sum of match confidence
scores (Keypoint-Conf ) leads to a downstream improvement
of 0.022 SR over thresholding the count of matched key-
points (Keypoint-Match) (Tab. 2 row 1 vs. 2). This result
is supported by comparing the maximal F-measure of the
two classifiers on the pair-wise goal image dataset; Keypoint-
Match produces 0.972 while Keypoint-Conf produces 0.962.
Goal Localization Benefits From Instance Segmentation.

Replacing the instance mask (Detic-Projected) with a central
crop (Crop-Projected) reduces success by 0.038 (Tab. 2 row
1 vs. 3). Beyond worse performance, the central crop method
exploits a size bias in the dataset that may not generalize.
Keypoint-Based Localization Outperforms Class-Based

Localization. Both methods of matched keypoint projection,

Figure 4: A distribution of Mod-IIN failure modes.

Detic-Projected and Crop-Projected, outperform class-based
localization (Detic-ObjectNav) (Tab. 2 rows 1,3 vs. 4). Se-
mantic segmentation methods common for goal localization
in ObjectNav cannot be trivially applied to InstanceImage-
Nav. This validates that navigating to object instances in
indoor environments fundamentally requires the ability to
disambiguate between object instances of the same class.
Off-The-Shelf Image Encoders Fail to Re-ID Instances.

Both ResNet and CLIP fail to discriminate views of object
instances. This is evident in Tab. 2 rows 5&6 where Max-ST
is 86% and 92%, leading to success rates of 14% and 10%,
respectively. We found reducing the ResNet detection thresh-
old failed to improve performance. We suspect that the low
performance of these methods relates to a poor alignment
between the training objective and the OIRe-ID application.

5.3. Failure Analysis.

In Tab. 2 row 7, we evaluate our agent with perfect in-
stance Re-ID and goal localization, meaning that any failures
can be attributed to exploration via FBE with local naviga-
tion. The resulting performance of 0.845 SR acts as an upper
bound when addressing instance Re-ID and goal localization
within our system. In row 8, we use oracle instance Re-ID
with predicted localization. Performance does not improve
over our complete model. We suspect this to be caused by
the shared reliance on keypoint matching between our detec-
tion and localization systems; assuming detection with low
match confidence leads to poor localization. Finally, row 9
demonstrates a 0.086 SR gap between our goal localization
method and perfect goal localization (row 9 vs. 1).

We present qualitative analysis of Mod-IIN failure
modes in Fig. 4. For a random subset of 100 failed episodes,
we label the cause of failure as one of the following:
Instance Re-ID: False Negative (41%). Most commonly,
the agent observes and fails to detect the goal. Improved
Re-ID methods may mitigate this, but not all novel instance
views are equally challenging; Re-ID would be simplified if
exploration produces views more similar to the goal image.
Instance Re-ID: False Positive (23%). Incorrect detections
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Figure 5: Qualitative example of our Mod-IIN agent per-
forming the InstanceImageNav task in the Habitat Simulator.

often come from visual features correctly matched to the goal
image background. This failure mode could be mitigated
with additional background vs. foreground reasoning.
Exploration Error (13%). Exploration fails to produce a
view of the goal instance within the allotted time budget.
Localization Error (12%). Goal localization errors result
from projecting points not belonging to the goal instance,
caused either by incorrect correspondences or goal masking.
Local Navigation Error (11%). Local navigation occasion-
ally fails to plan a path to the goal.

5.4. Qualitative Example

We present a qualitative example of our agent performing
an episode in simulation in Fig. 5. During Steps 1, 97, and
164, the agent is exploring the environment. A detection
is made at Step 229, and keypoints are projected as a goal
target. Upon reaching the goal at Step 237 (a dining chair),
the agent calls STOP. This episode demonstrates a long ex-
ploration horizon with a challenging goal instance; multiple
identical objects exist in the scene, yet the agent navigated
to the correct one. This is due to our instance Re-ID method
matching all keypoints in the frame and our localization
method only projecting those depicting the goal. We provide
videos of our agent in simulation on our project page.

Env A Env B

E.g. Goal Image E.g. Goal Image

Figure 6: We deploy Mod-INN to a Hello Robot Stretch and
evaluate in both an office (Env A) and an apartment (Env B).
Our system achieves an 88% success rate across 8 episodes.

5.5. Real-World Deployment

We evaluate our method in the real world by deploying
to a Hello Robot Stretch [22]. We evaluate in two different
environments for a total of eight episodes using five unique
image goals (Fig. 6). Environment A (Env A) is a furnished
office space with a hallway and lounge. Multiple potted
plants, couches, chairs and other confounding objects exist
in the scene. We experiment with image goals depicting a
couch, chair, and potted plant. Environment B (Env B) as
depicted in Fig. 1 is a furnished apartment with a kitchen,
living area, bedroom, bathroom, and office. We experiment
with image goals depicting a bed and a potted plant. Image
goals are captured using a mobile phone. All episodes start
without viewing the goal such that exploration is required.
The shortest-path geodesic distance of episodes range from
3-10m. Altogether, our agent is successful in 7/8 = 88% of
episodes. Videos of each episode are on our project page.

6. Discussion

We decompose InstanceImageNav into exploration, goal
re-identification, goal localization, and local navigation. We
craft a system within this framework that performs Instan-
ceImageNav with zero fine-tuning. Our experiments show
that this system outperforms existing state-of-the-art end-to-
end learned policies and transfers to real-world execution.
Limitations and Impact. One limitation of our system is
that detection and localization are memory-less; performing
sequential tasks in persistent environments would benefit
from grounding goal images in compressed memory. Our
method can serve as a strong and robust baseline for evaluat-
ing trained navigation policies and our framework can serve
as a catalyst for developing modular semantic navigators.
Acknowledgements The Oregon State effort is supported in part
by the DARPA Machine Common Sense program. The views and
conclusions contained herein are those of the authors and should not
be interpreted as representing the official policies or endorsements,
either expressed or implied, of the US Government or any sponsor.
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