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Figure 1. The input to Tetra-NeRF is a point cloud which is triangulated to get a set of tetrahedra used to represent the radiance field. Rays are sampled, and the field is queried. Barycentric interpolation is used to interpolate tetrahedra vertices, and the resulting features are passed through a shallow MLP to get the density and colours for volumetric rendering.

Abstract

Neural Radiance Fields (NeRFs) are a very recent and very popular approach for the problems of novel view synthesis and 3D reconstruction. A popular scene representation used by NeRFs is to combine a uniform, voxel-based subdivision of the scene with an MLP. Based on the observation that a (sparse) point cloud of the scene is often available, this paper proposes to use an adaptive representation based on tetrahedra obtained by Delaunay triangulation instead of uniform subdivision or point-based representations. We show that such a representation enables efficient training and leads to state-of-the-art results. Our approach elegantly combines concepts from 3D geometry processing, triangle-based rendering, and modern neural radiance fields. Compared to voxel-based representations, ours provides more detail around parts of the scene likely to be close to the surface. Compared to point-based representations, our approach achieves better performance. The source code is publicly available at: https://jkulhanek.com/tetra-nerf.

1. Introduction

Reconstructing 3D scenes from images and rendering photo-realistic novel views is a key problem in computer vision. Recently, NeRFs [3, 4, 39] became dominant in the field for their superior photo-realistic results. Originally, NeRFs used MLPs to represent the 3D scene as an implicit function. Given a set of posed images, NeRF randomly samples a batch of pixels, casts rays from the pixels into the 3D space, queries the implicit function at randomly sampled distances along the rays, and aggregates the sampled values using volumetric rendering [37, 39]. While the visual results of such methods are of high quality, the problem is that querying large MLPs at millions of points is costly. Also, once the network is trained, it is difficult to make any changes to the represented radiance field as everything is baked into the MLPs parameters, and any change has a non-local effect. Since then, there have been a lot of proposed alternatives to the large MLP field representation [9, 17, 32, 41, 57, 70, 74]. These methods combine an MLP with a voxel feature grid [41, 57], or in some cases represent the radiance field directly as a tensor [9, 10, 17]. When querying these representations, first, the containing voxel is found, and the features stored at the eight corner points of the voxel are trilinearly interpolated. The result is either passed through a shallow MLP [9, 10, 41, 57] or is used directly as the density and colour [17, 32, 57].

Having a dense tensor represent the entire scene is very inefficient, as we only need to represent a small space around surfaces. Therefore, different methods propose different ways of tackling the issue. Instant-NGP [41], for example, uses a hash grid instead of a dense tensor, where it relies on optimisation to resolve the hash collisions. How-
ever, similarly to MLPs, any change to the stored hashmap influences the field in many places. A more common direction to addressing the issue is by directly using a sparse tensor representation [9, 17]. These methods start with a low-resolution grid and, at predefined steps, sub-sample the representation, increasing the resolution. These approaches tend to require a careful setting of hyperparameters, such as the scene bounding box and the subdivision steps, in order for the methods to work well.

Because many of these methods use traditional structure from motion (SfM) [54, 55] methods to generate the initial poses for the captured images, we can reuse the original reconstruction in the scene representation. Inspired by classical surface reconstruction methods [22, 23, 29, 30], we represent the scene as a dense triangulation of the input point cloud, where the scene is a set of non-overlapping tetrahedra whose union is the convex hull of the original point cloud [14]. When querying such a representation, we find to which tetrahedron the query point belongs and perform barycentric linear interpolation of the features stored in the vertices of the tetrahedron. This very simple representation can be thought of as the direct extension of the classical triangle-rendering pipelines used in graphics [40, 43, 45]. The representation avoids problems with the sparsity of the input point cloud as the tetrahedra fully cover the scene, resulting in a continuous rather than discrete representation.

This paper makes the following contributions: (1) We propose a novel radiance field representation which is initialised from a sparse or dense point cloud. This representation is naturally denser in the proximity of surfaces and, therefore, provides a higher resolution in these regions. (2) The proposed representation is evaluated on multiple synthetic and real-world datasets and is compared with a state-of-the-art point-cloud-based representation – Point-NeRF [70]. The presented results show that our method clearly outperforms this baseline. We further demonstrate the effectiveness of our adaptive representation by comparing it with a voxel-based representation that uses the same number of trainable parameters. (3) We make the source code and model checkpoints publicly available.¹

2. Related work

Multi-view reconstruction. The problem of multi-view reconstruction has been studied extensively and tackled with a variety of structure from motion (SfM) [54, 61, 63] and multi-view stereo (MVS) [12, 18, 55, 71] methods. These methods usually output the scene represented as a point cloud [54, 55]. In most rendering approaches, the point cloud is converted into a mesh [24, 35], and novel views are rendered by reprojecting observed images into each novel viewpoint and blending them together using either heuristically-defined [8, 13, 69] or learned [20, 50, 51, 73] blending weights.

However, the process of getting the meshes is usually quite noisy, and the resulting meshes tend to have inaccurate geometry in regions with fine details or complex materials. Instead of using noisy meshes, point-based neural rendering methods [1, 26, 38, 55] perform splatting of neural features and use 2D convolutions to render them. In contrast to these methods, our approach operates and aggregates features directly in 3D and does not suffer from the noise in the point cloud or the reconstructed mesh.

Neural radiance fields. Recently, NeRFs [3, 4, 34, 39, 77] have gained a lot of attention thanks to their high-quality rendering performance. The original NeRF method [39] was extended to better handle aliasing artefacts in [3], to better represent unbounded scenes in [4, 48, 77], or to handle real-world captured images [36, 58]. The training of the large MLPs used in these methods can be quite slow, and there has been a lot of effort on speeding up either the training [9, 17, 41] or the rendering [21, 47, 48, 74] sometimes at the cost of larger storage requirements. Other approaches tackled different aspects of NeRFs like view-dependent artefacts [62], relighting [5, 7], or proposed generative models [46, 64]. Also, a popular research direction is making the models generalize across different scenes [11, 28, 49, 66, 75]. A large area of research is dedicated to the surface reconstruction and, instead of using the radiance fields, represents the scene implicitly by modelling the signed distance function (SDF) [52, 65, 67, 72, 76]. Unlike those approaches, we focus only on the radiance field representation and consider these methods orthogonal to ours.

Although there are some methods that train radiance fields while fine-tuning the poses [31, 60] or without known cameras [6, 68], most methods need camera poses for the reconstruction. SfM, e.g., COLMAP [54, 55], is typically used for estimating the poses, which also produces a (sparse) point cloud. Our approach makes use of this by-product of the pose recovery process instead of only using the poses themselves.

Field representations. When a single MLP is used to represent the entire scene, everything is baked into a single set of parameters which cannot be easily modified, because any change to the parameters has a non-local effect, i.e., it changes the scene at multiple unrelated places. To overcome this problem, others have experimented with different representations of the radiance fields [9, 10, 17, 32, 41, 44, 57, 70]. A common practice is to represent the scene as a shallow MLP and an efficiently encoded voxel grid [9, 10, 32, 41, 44]. The encoded voxel grid can also be used represent the radiance field directly [17, 57]. The voxel grid can be encoded as a sparse tensor [17, 32, 57], a factorisation of the 4D tensor [9, 10], or a hashmap [41]. When

¹https://github.com/jkulhanek/tetra-nerf
these structures are queried, trilinear interpolation is used to combine the feature vectors stored in the containing voxel corners. Unfortunately, the hashmaps [41] and hierarchical representations [10] have the same non-local effect problem, and the rest of the approaches rely on subsequent up-sampling of the field and can be overly complicated. Also, feature vectors cannot be placed arbitrarily in the 3D space as they must lie on the grid with a fixed resolution. In contrast, our approach is much more flexible as it stores the feature vectors freely in 3D space.

Finally, Point-NeRF [70] represents the scene as a point cloud of features which are queried using \( k \)-nearest neighbours search. However, when the point cloud contains sparse regions, the rays do not intersect any neighbourhoods of any points and the pixels stay empty without the ability to optimise. Therefore, Point-NeRF [70] relies on gradually adding more points during training and increasing the scene complexity. Since we use the triangulation of the point cloud rather than the discrete point cloud itself, our representation is continuous and does not suffer from empty regions. Therefore, we do not have to add any points during training.

3. Method

A common strategy in the literature is to represent the scene explicitly through a voxel volume. In contrast to this uniform subdivision, we investigate using an adaptive subdivision of the scene. In many scenarios, an approximation of the scene geometry is either given, e.g., when using SfM to compute the input camera poses, or can be computed, e.g., via MVS or single-view depth predictions [79]. This allows us to compute an adaptive subdivision of the scene via Delaunay triangulation [14] of such a point cloud. This results in a set of non-overlapping tetrahedra, where smaller tetrahedra are created close to the surface of the scene (c.f. Fig. 2). In the following, we explain how this adaptive subdivision of the scene can be used instead of voxels for volume rendering and neural rendering.

3.1. Preliminaries

Neural Radiance Fields (NeRFs) [39] represent a scene through an implicit function \( F(x, d) \), often modelled via a neural network, that returns a colour value and a volume density prediction for a given 3D point \( x \) in the scene observed from a viewing direction \( d \). Volume rendering [37] is used to synthesise novel views: for each pixel in a virtual view, we project a ray from the camera plane into the scene and sample the radiance field to obtain the colour and density values \( c_i \) and \( \sigma_i \) at distances \( t_i \) along the ray, where \( i = 1 \ldots N \). The individual samples are then combined to predict the colour \( C \) for the pixel:

\[
C = \sum_{i=1}^{N} T_i (1 - \exp(\sigma_i \delta_i)) c_i, \quad \text{where}
\]

\[
T_i = \exp(- \sum_{i=1}^{N-1} \sigma_i \delta_i),
\]

and \( \delta_i = t_i - t_{i-1} \) is the distance between adjacent samples. This process is fully differentiable. Thus, after computing the mean squared error (MSE) between the predicted and ground truth colours associated with each ray, we can backpropagate the gradients to the radiance field.

Voxel-based feature fields such as NSVF [32] represent the scene as a voxel grid and an MLP. Each grid point of the voxel grid is assigned a trainable vector. There are eight feature vectors associated with a single voxel, but the vectors are shared between neighbouring voxels. For each query point sampled along the ray, its corresponding voxel is found first. A feature for the point is then computed via trilinear interpolation of the features of the voxel grid points based on the position of the query point (c.f. Fig. 3, left). The resulting feature vector is passed through an MLP to predict the density and appearance vector. The appearance vector is combined with the ray direction and
passed through a second MLP in order to compute a viewpoint-dependent colour.

3.2. Tetrahedra fields

Given a set of points in 3D space, we build the tetrahedra structure by triangulating the points. We apply the Delaunay triangulation [14] to obtain a set of non-overlapping tetrahedra whose union is the convex hull of the original points. Fig. 2 shows example tetrahedra obtained by triangulating dense and sparse COLMAP-reconstructed point clouds [54, 55]. Note that the resulting representation is adaptive as it uses a higher resolution (smaller tetrahedra) closer to the surface and larger tetrahedra to model regions farther away from the surface.

We associate all vertices of the tetrahedra with trainable vectors. As in the voxel grid case, vertices, and thus vectors, are shared between adjacent tetrahedra. The resulting tetrahedra field can be queried in the same way a voxel grid representation is queried: for each query point, we first find the tetrahedron containing the point. Instead of the trilinear interpolation used for voxel volumes, we use the barycentric interpolation [16] to compute a feature vector for the query point from the four feature vectors stored at the tetrahedron’s vertices (cf. Fig. 3). To this end, we compute the query point $x$’s barycentric coordinates $\lambda$, which express the point’s 3D coordinates as a unique weighted combination of the 3D coordinates of the tetrahedron’s vertices. In particular, the weight for a vertex is the volume of the tetrahedron constructed from the query point and the face opposite to the vertex divided by the volume of the full tetrahedron:

$$\lambda = \left( \frac{V_{234}}{V_{1234}}, \frac{V_{124}}{V_{1234}}, \frac{V_{123}}{V_{1234}}, \frac{V_{134}}{V_{1234}} \right),$$

where $V_{1234}$ is the volume of the full tetrahedron and $V_{xyz}$, $V_{x1y2}$, ..., are volumes of tetrahedra with 1st, 2nd, ..., vertex replaced by x. The same weights $\lambda$ are applied to the feature vectors of the vertices to obtain the query feature.

The interpolated features are used as the input to a small MLP in order to predict density and colour at the query point. We first pass the barycentric-interpolated features through a three-layer MLP to compute the density and appearance features. We then concatenate the appearance features with the ray direction vector encoded using Fourier features [39, 59] and pass the result through a single linear layer to get the raw RGB colour value.

Finally, to map the raw density values $\sigma_i$ returned by the network to the volume density $\sigma_i$ required by volume rendering, we apply the softplus activation function [3]. For the RGB colour value, we use the sigmoid function [17].

3.3. Efficiently querying a tetrahedra field

Determining the corresponding voxel for a given query point can be done highly efficiently via hashing [42]. In contrast, finding the corresponding tetrahedron for a query point is more complex. This in turn can significantly impact rendering, and thus training, efficiency [17, 41, 57].

In order to efficiently look up the corresponding tetrahedron, we exploit that we are not considering isolated points, but points sampled from a ray. We compute the tetrahedra that are intersected by the ray, allowing us to march through the tetrahedra rather than computing them individually per point. The relevant tetrahedra can be found efficiently using acceleration structures for fast ray-triangle intersection computations, e.g., via Nvidia’s OptiX library [43]: We first compute the intersections between the rays from a synthetic view and all faces of the tetrahedra. For each ray, we take the first 512 intersected triangles, and determine the corresponding tetrahedra. The tetrahedra can be ordered based on the intersections along the ray, allowing us to easily march through the tetrahedra to determine which tetrahedron to use for a given query point.

A side benefit of computing ray-triangle intersections is that we can simplify computing the barycentric coordinates: For each intersection, we compute the 2D barycentric coordinates w.r.t. the triangle. We then obtain the 3D barycentric coordinates w.r.t. the tetrahedron by simply adding zero for the vertex opposite to the triangle. For a query point inside a tetrahedron, we can compute its tetrahedron barycentric coordinates by linearly interpolating between the barycentric coordinates of the two intersections of the ray and the tetrahedron.

3.4. Coarse and fine sampling

We follow the common practice of having a two-stage sampling procedure [9, 39]. In the coarse stage, we sample uniformly along the ray. In the fine stage, we use the density weights from the coarse sampling stage to bias the sampling towards sampling closer to the potential surface. Following [39], we use the stratified uniform sampling for the coarse stage. The stratified uniform sampling splits the ray into equally long intervals and samples uniformly in each interval. Unlike NeRF [39], we limit the sampling to the space occupied by tetrahedra. In the fine sampling stage, we use the same network as in the coarse sampling stage.

For the fine sampling stage, we take the accumulated weights $w_i$ from the coarse sampling:

$$w_i = (1 - \exp(-\sigma_i \delta_i)) \exp \left( - \sum_{j=1}^{i-1} \sigma_j \delta_j \right).$$

These weights are the coefficients used in Equation 1 as multipliers for the colours [39]. We obtain $w_i$ by normalizing $\bar{w}_i$. Following [39], we sample set of fine samples using

For efficiency, we only consider a fixed number of triangles. As discussed later on, this can degrade results in larger scenes / scenes with a fine-grained tetrahedralisation, where more intersections are needed. Naturally, more triangles can be considered at the cost of longer runtime.
weight \( w_i \). To render the final colour, we merge the dense and fine samples and use all in the rendering equation [9].

4. Experiments

We compare Tetra-NeRF to relevant methods on the commonly used synthetic Blender [39], the real-world Tanks and Temples [25], and the challenging object-centric Mip-NeRF 360 [4] datasets. To show its effectiveness, we compare Tetra-NeRF to a dense-grid representation and evaluate it with reduced quality of the input point cloud. We start by describing the exact hyperparameters used.

4.1. Implementation details

Generating point cloud & triangulation. Given a set of posed images, we use the COLMAP reconstruction pipeline [54, 55] to get the point cloud used in our tetrahedra field representation. We then reduce the size of the resulting point cloud such that if the number of points is larger than \( 10^6 \), we subsample \( 10^6 \) points randomly. For the Blender dataset experiments, where the number of points is smaller, we add more randomly generated points. In that case, the number of random points is half the number of original points. The reason for adding the points is that with a low number of points, some pixels on edges may not intersect any tetrahedra, potentially producing artefacts on the edges. Each added point is sampled as follows: we sample a random point \( x_0 \) from the original point cloud, sample a random normal vector \( n \), and a number \( \alpha \sim \mathcal{N}(\bar{d}, d^2) \), where \( \bar{d} \) is the average spacing of the original point cloud, \( i.e. \) the average distance between each point and its six closest neighbours. We then add the point \( x = x_0 + \alpha n \).

Initialization. Given the processed point cloud, we apply the Delaunay triangulation [14] to get a set of tetrahedra. To this end, we use the CGAL library [2], which in our experiments runs in the order of milliseconds. Following [41], we initialise the features of size 64 at the vertices of the tetrahedra with small values sampled uniformly in the range \(-10^{-4}\) to \(10^{-4}\). However, to allow the model to reuse the information contained in the point cloud, we set the first four dimensions of the feature field to the RGBA colour values (rescaled to interval \([0, 1] \)) stored at the associated points in the point cloud. The alpha value of all original points is one, whereas all randomly sampled points have an alpha value of zero. For the MLP, we follow the common practice of using the Kaiming uniform initialisation [19]. The hidden sizes in all MLPs are 128.

Training. During training, we sample batches of 4,096 random rays from random training images. We use volumetric rendering to predict the colour of each ray. The gradients are computed by backpropagating the MSE loss between the predicted colour and the ground truth colour value. We use the RAdam optimizer [33] and decay the learning rate exponentially from \(10^{-3}\) to \(10^{-4}\) in 300k steps. The training code is built on top of the Nerfstudio framework [60], and the tetrahedra field is implemented in CUDA and uses the OptiX library [43]. We train on a single NVIDIA A100 GPU and the training speed ranges from 15k rays per second to 30k rays per second. The speed depends on how well-structured the triangulation is, how many vertices there are, and if there is empty space around the object. The full training with 300k iterations takes between 11 and 24 hours, depending on the scene complexity. However, good results are typically obtained much earlier, \(e.g.,\) in 100k iterations.

4.2. Results

Blender dataset [39] results. We compare to relevant baselines on the standard Blender dataset. We used the same split and evaluation procedure as in the original NeRF paper [39] and the same SSIM implementation as Point-NeRF [70]. In order to ensure a fair comparison with Point-NeRF [70] when COLMAP points were used, we use the exact same COLMAP reconstruction as Point-NeRF. We report the PSNR, SSIM, and LPIPS (VGG) [78] metrics. Tab. 1 shows averaged results, Fig. 4 shows qualitative results, and the results for individual scenes are given in Supp. Mat.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>LPIPS ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeRF [39]</td>
<td>31.00</td>
<td>0.947</td>
<td>0.081</td>
</tr>
<tr>
<td>NSVF [32]</td>
<td>31.77</td>
<td>0.953</td>
<td>-</td>
</tr>
<tr>
<td>mip-NeRF [3]</td>
<td>34.51</td>
<td>0.961</td>
<td>0.043</td>
</tr>
<tr>
<td>instant-NGP [41]</td>
<td>33.18</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Plenoxels [17]</td>
<td>31.71</td>
<td>0.958</td>
<td>0.049</td>
</tr>
<tr>
<td>Point-NeRF\textsuperscript{col} [70]</td>
<td>31.77</td>
<td>0.973</td>
<td>0.062</td>
</tr>
<tr>
<td>Point-NeRF\textsuperscript{mvs} [70]</td>
<td>33.31</td>
<td>0.978</td>
<td>0.049</td>
</tr>
<tr>
<td>Tetra-NeRF</td>
<td>32.53</td>
<td>0.982</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Table 1. Results on the Blender dataset [39] averaged over all scenes in the dataset. Even though we use the same input point cloud as Point-NeRF\textsuperscript{col}, we outperform it greatly. We perform on par with Point-NeRF\textsuperscript{mvs} even though it uses many more points and densifies the point cloud during training. We highlight the best, second, and third values.
To analyze the tetrahedra field representation, we compare it with the point cloud field representation used in Point-NeRF. In Table 2, we compare our method to Point-NeRF when we disable point cloud growth and pruning. We show the results on two scenes from the Blender dataset [39] which were selected in the Point-NeRF paper. With this setup, we vastly outperform Point-NeRF in all metrics. The reason is that Point-NeRF requires the point cloud to be dense such that all rays have a chance to intersect a neighbourhood of a point. Since we use a continuous representation (tetrahedra field) rather than a discrete one, we can achieve good results even for sparser point clouds.

Our approach in terms of PSNR, our method is slightly better in terms of SSIM, and on par with Mip-NeRF in terms of LPIPS.

Table 2. Comparison with Point-NeRF with disabled point cloud growing and pruning shows that Point-NeRF performs significantly worse in all measured metrics because it struggles to handle the sparse point clouds.

Comparison with dense grid representation. In order to show the utility of the adaptive tetrahedra field representation, we compare it to a dense grid representation. Similarly to NSVF [32], we split the 3D scene bounding box into equally-sized voxels. When querying the field, we find the voxel to which the query point belongs and perform trilinear interpolation of the eight corners of the voxel. We choose the grid resolution such that the number of grid points is the lowest cube number larger than the number of points of the original point cloud. This ensures a fair comparison as the baseline uses a comparable (but larger) number of features than our approach. All other hyperparameters are kept the same as for Tetra-NeRF. We evaluate both approaches on two scenes from the Blender dataset [39]. The dense grid representation only scores PSNR 18.81 and 18.91 on the lego and ship scenes, respectively, whereas Tetra-NeRF scores PSNR 33.79 and 30.69, respectively. The results can be seen in Figure 5. Note that in this experiment, we only trained for 100,000 iterations to save computation time. From the numbers and the figure, we can clearly see that the dense grid resolution is not sufficient to reconstruct the scene in enough detail. Because Tetra-NeRF uses an adaptive subdivision, which is more detailed around the surface, we are better able to focus on relevant scene parts. With a similar number of trainable parameters, we thus obtain better results.

Tanks and Temples [25] dataset. To be able to compare...
Figure 6. Results on Tanks and Temples dataset. In the top row, we can see that we are able to represent the rim of the wheel better than Point-NeRF. Similarly, we can represent the tyre better in the third row. Finally, in the bottom, Point-NeRF fails on the wall and the roof, whereas Tetra-NeRF can render these parts well.

with Point-NeRF [70] on real-world data, we have evaluated Tetra-NeRF on the Tanks and Temples [25] dataset. We use the same setup as in NSVF [32], where the object is masked. We report the usual metrics: PSNR, SSIM, and LPIPS (Alex).3 We used the dense COLMAP reconstruction to get the point cloud used in the tetrahedra field. Quantitative results are shown in Table 3, qualitative results are given in the Supp. Mat. Note that the results originally reported in the Point-NeRF paper [70] were evaluated with a resolution different from the compared methods. Therefore, to ensure a fair comparison, we have recomputed the metrics in the publicly available Point-NeRF’s predictions with the full resolution of 1920 × 1080 as used in NSVF [32]. In the public dataset, one of the scenes had corrupted camera parameters and we had to reconstruct the poses again for the Ignatius scene. With the reconstructed poses, our method performs slightly worse on that scene compared to others.

The results show that our method outperforms the baselines in all compared metrics. This indicates that even though Point-NeRF relies on the ability to grow the point cloud density during training, this is not needed when using a continuous instead of a discrete representation.

Sparse and dense point cloud comparison. Previ-

3We always choose the type of LPIPS (Alex [27]/VGG [56]) such that we can compare with more methods as some only evaluate using one type.

Figure 7. Sparse vs. dense model comparison detail. Even though the area in the bottom contains few points, we are still able to reconstruct at least low-frequency data.

ous experiments have used dense COLMAP reconstructions. However, dense point clouds may not be required to achieve good reconstructions. In this section, we compare models trained on dense reconstructions and sparse reconstructions. Table 5 compares PSNR, and SSIM metrics on two synthetic scenes from the Blender dataset [39] and two real-world scenes from the Mip-NeRF 360 dataset [4]. We also show the number of vertices of the tetrahedra, which is the size of the input point cloud, including the random points added at the beginning. Note that in this experiment, we only trained for 100,000 iterations to save computation time.

From the results, we can see that for the Blender dataset [39] case, the dense model is much better. This is to be expected since the number of points obtained from the sparse reconstruction on the Blender dataset is very small and our MLP does not have enough capacity to represent fine details. However, even in regions with zero point coverage, we are still able to provide at least some low-frequency data (c.f. Fig. 7). On real-world scenes, the sparse point cloud model is almost on par with the dense one. The sparse reconstructions on the real-world dataset provide many more points compared to the synthetic dataset case, and the coverage is sufficient. From these results, we conclude that on real-world data the sparse model can be sufficient to achieve good performance.

Mip-NeRF 360 [4] dataset. We have further evaluated our method on the Mip-NeRF 360 [4] dataset. In order to ensure a fair comparison with Mip-NeRF 360 [4], we trained and evaluated on four times downsized images for the outdoor scenes and two times downsized images for the indoor scenes. The quantitative results are presented in Table 4, and the qualitative results are shown in Figure 8.

From the results, we can see that Tetra-NeRF is able to outperform both the vanilla NeRF [39] and Mip-NeRF [3]. We also outperform Stable View Synthesis [51] in terms of PSNR and score comparably in terms of LPIPS. This is po-
Table 4. Mip-NeRF 360 dataset results. We show the PSNR, SSIM, and LPIPS (Alex) [78] on two categories of Mip-NeRF 360 [4] scenes: outdoor, and indoor. On the outdoor scenes, we outperform the Stable View Synthesis [51] and are comparable to Mip-NeRF 360 [4], even though our method does not implement the improvements suggested in NeRF++ [77] and Mip-NeRF 360 [4], and is more comparable to vanilla NeRF [39]. We highlight the best, second, and third values.

Table 5. Dense and sparse point cloud comparison. We present results on two scenes from the Blender [39] and Mip-NeRF 360 [4] datasets. We also show the number of vertices of the tetrahedra field – including the randomly sampled points.

Figure 8. Mip-NeRF 360 results. 1st row: we show the results on the garden scene. 2nd: we can see that Tetra-NeRF has some problems rendering grass. 3rd: Tetra-NeRF is able to represent the delicate texture of the tablecloth well. 4th: Tetra-NeRF is able to recover fine geometry.

NeRF does not suffer from these problems as we aggregate features in 3D along rays rather than on the surface. Mip-NeRF 360 scores comparably to Tetra-NeRF in terms of PSNR and LPIPS, but it outperforms Tetra-NeRF in terms of SSIM. However, Mip-NeRF 360 implements some tricks designed to boost its performance. On the other hand, our approach is based on vanilla NeRF, and we believe that the performance can be boosted similarly.

Varying the number of input points We conducted a study on the effect of the input point cloud size on the reconstruction quality. We consider both the sparse and the dense point clouds and analyse the performance as we subsample the points or add more points randomly. We evaluate on the family and the truck scenes from the Tanks and Temples [25] (tt) dataset, and the room and the garden scenes from the Mip-NeRF 360 [4] dataset. The sizes of sparse point clouds were roughly 16K, 30K, 113K, and 139K respectively and the sizes of dense point clouds were larger than 5M for all scenes. When the size of the original point cloud was larger than the desired size, we selected points uniformly at random, and when smaller, we added new random points as described Section 4.1. We include detailed results in the Supp. Mat. In order to save computational resources, we only train the method for 100k iterations. The results are visualised in Figure 9a.

As expected, the performance improves with the number of points used, as it leads to a finer subdivision of the scene around the surface. We can also observe (e.g., from tt/family) that the sparse reconstruction leads to a better reconstruction quality at the same point cloud size. The likely explanation is that sampling uniformly at random will be biased towards regions with high density and some regions may be missed or covered extremely sparsely.

Speed of convergence Figures 9b, 9c show the rate of convergence on the ship scene from the Blender dataset and aggregated results on the Tanks and Temples [25], and Mip-NeRF 360 (indoor/outdoor) [4] datasets. Similar to PointNeRF, good results can be achieved quite early in the train-
Figure 9. **a)** shows the PSNR with different sizes of input point clouds. The solid and dashed lines represent the dense and coarse COLMAP reconstructions. The following scenes were evaluated (best to worst): **tt/family, 360/room, tt/truck**, and **360/garden** from Tanks and Temples [25] (tt) and Mip-NeRF 360 [4] (360-indoor/360-outdoor) datasets. As expected, the quality increases with the number of points. **b)** visualizes the training speed (PSNR at different training iterations) on the **blender/ship** scene [39]. It shows Tetra-NeRF training times for various timesteps and compares the rate of convergence with Point-NeRF [70] and Mip-NeRF [3]. Similarly, **c)** shows the rate of convergence aggregated over Tanks and Temples [25] (tt) and Mip-NeRF 360 [4] (360-indoor/360-outdoor) datasets. It shows the average PSNR, and the highlighted area represents the standard deviation.
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Figure 9. **a)** shows the PSNR with different sizes of input point clouds. The solid and dashed lines represent the dense and coarse COLMAP reconstructions. The following scenes were evaluated (best to worst): **tt/family, 360/room, tt/truck**, and **360/garden** from Tanks and Temples [25] (tt) and Mip-NeRF 360 [4] (360-indoor/360-outdoor) datasets. As expected, the quality increases with the number of points. **b)** visualizes the training speed (PSNR at different training iterations) on the **blender/ship** scene [39]. It shows Tetra-NeRF training times for various timesteps and compares the rate of convergence with Point-NeRF [70] and Mip-NeRF [3]. Similarly, **c)** shows the rate of convergence aggregated over Tanks and Temples [25] (tt) and Mip-NeRF 360 [4] (360-indoor/360-outdoor) datasets. It shows the average PSNR, and the highlighted area represents the standard deviation.
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Figure 10. **Failure cases. Left:** barn scene from [25]. **Right:** tree hill scene from [4].

ing process. *E.g.*, on the **blender/ship** scene, in 24 minutes, our method achieves performance similar to Mip-NeRF [3] after several hours of training. The efficiency of the implementation is a large factor in the speed of different methods. *E.g.*, in Instant-NGP [41], the authors invested a significant effort in optimizing GPU memory accesses, and the result is highly optimised efficient code (a main contribution of [41]). There are several places where our implementation can easily be made more efficient. *E.g.*, changing the memory layout (row-major vs. column-major) of the tetrahedra field leads to a 10% speedup.

5. Limitations

One drawback of our approach is that the quality of different regions of the rendered scene depends on the density of the point cloud in these regions. If the original point cloud was constructed using 2D feature matching, there can be regions with a very low number of 3D points. We show such an example in Fig. 10a. There are few 3D points on the ground, resulting in blurry renderings for that region.

Another issue is that the current implementation has a limit on the number of intersected tetrahedra per ray. For large or badly structured scenes, where rays intersect many tetrahedra, this can limit the reconstruction quality. Fig. 10b shows such a case on a Mip-NeRF 360 scene [4]. This problem can be addressed by increasing the limit on the number of visited tetrahedra at the cost of higher memory requirements and run-time. Alternatively, coarse-to-fine schemes that start with a coarser tetrahedralisation and prune the space could potentially handle this issue.

6. Conclusion

This paper proposes a novel radiance field representation that, compared to standard voxel-based representations, is easily able to adapt to 3D geometry priors given in the form of a (sparse) point cloud. Our approach elegantly combines concepts from geometry processing (Delaunay triangulation) and triangle-based rendering (ray-triangle intersections) with modern neural rendering approaches. The representation has a naturally higher resolution in the space near surfaces, and the input point cloud provides a straightforward way to initialise the radiance field. Compared to Point-NeRF, a state-of-the-art point cloud-based radiance field representation which uses the same input as our approach, Tetra-NeRF shows clearly better results. Our method performs comparably to state-of-the-art MLP-based methods. The results demonstrate that Tetra-NeRF is an interesting alternative to existing radiance field representations that is worth further investigation. Interesting research directions include adaptive refinement and pruning of the tetrahedralisation and exploiting the fact that the surface of the scene is likely close to some of the triangles in the scene.
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