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Abstract

We introduce COOL-CHIC, a Coordinate-based Low

Complexity Hierarchical Image Codec. It is a learned alter-

native to autoencoders with 629 parameters and 680 mul-

tiplications per decoded pixel. COOL-CHIC offers com-

pression performance close to modern conventional MPEG

codecs such as HEVC and is competitive with popular

autoencoder-based systems. This method is inspired by

Coordinate-based Neural Representations, where an image

is represented as a learned function which maps pixel co-

ordinates to RGB values. The parameters of the mapping

function are then sent using entropy coding. At the receiver

side, the compressed image is obtained by evaluating the

mapping function for all pixel coordinates. COOL-CHIC

implementation is made open-source1.

1. Introduction and related work

For years, ITU/MPEG image and video compression al-

gorithms (HEVC [1], VVC [2]) have been refining a coding

scheme based on the separate optimization of hand-crafted

linear operations. These conventional methods are being

challenged by learned ones, relying on autoencoders to per-

form a non-linear mapping from the signal to a compact

representation. Ballé’s autoencoder with hyperprior [3] is

a popular example of such architecture. These systems are

optimized end-to-end on a large variety of samples. Once

the training stage is completed, autoencoders can generalize

to unseen data i.e. they compress all sort of images.

The recent JPEG-AI call for proposal [4] highlights

that learned image codecs outperform state-of-the-art

conventional codecs (VVC). Yet, the performance of these

autoencoders comes at the expense of a tremendous com-

plexity increase. Indeed, these codecs [5, 6] have millions

of parameters and require up to a million multiplications to

decode a single pixel. Thus, learned decoders are several

orders of magnitude more complex than conventional ones,

which might hinder their adoption.

1https://orange-opensource.github.io/Cool-Chic/

In 2021, Dupont introduced COIN [7], an image codec

relying on Coordinates Neural Representation (CNR) to ob-

tain a compact representation of an image. COIN models a

signal by an overfitted Multi Layer Perceptron (MLP), per-

forming the mapping from a pixel coordinates to its RGB

value. The encoding stage consists in overfitting the MLP

to reconstruct the image to code. The MLP parameters are

then quantized and sent to the receiver. Finally, perform-

ing a forward pass to evaluate the RGB value at each spa-

tial location allows the receiver to reconstruct the image.

Thus, CNR-based codecs use a lightweight and overfitted

decoder, unlike the complex and universal decoder of auto-

encoder approaches. For instance COIN decoder features a

10 000-parameter MLP, with performance close to JPEG.

One of the major limitations of early CNR-based

approaches (COIN, NeRF [8]) is the non-local nature of the

MLP. Indeed all parameters of the MLP contribute to the

RGB value of all output pixels, regardless of their position,

making the optimization of the parameters difficult. Recent

work such as Instant-NGP [9] or NVP [10] circumvents this

by complementing the MLP with a latent representation

of the image, describing different spatial locations with

different latent parameters.

This paper introduces COOL-CHIC, a Coordinate-based

Low Complexity Hierarchical Image Codec. It supplements

COIN with a hierarchical latent representation, which con-

tains most of the information about the image. To prop-

erly handle the latent representation, we rely on an auto-

regressive model to compress it through entropy coding. In

summary, the contributions of this work are as follows:

1. COOL-CHIC is a learned codec with 680 multiplica-

tions per decoded pixel. This is orders of magnitude

less complex than autoencoders, paving the way for

learned image decoding without dedicated hardware;

2. COOL-CHIC offers coding performance close to

HEVC and competitive with Ballé’s hyperprior-based

autoencoder, significantly improving COIN results;

3. COOL-CHIC software is made open-source.

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

13515



Figure 1: Decoding an image with COOL-CHIC. ED stands for entropy decoding and L is a Laplace distribution.

2. Proposed method

2.1. Problem statement and system overview

Let x ∈ N
H×W×F be an H ×W image with F color

channels. Following a lossy coding setting, the original im-

age is allowed to be distorted into x̂ to further decrease its

rate. The objective of lossy coding is to minimize both the

rate required to transmit x̂ and the distortion between x and

x̂. This is stated as the minimization of the loss function:

min D (x, x̂) + λR(x̂) , (1)

where D is a distortion metric (e.g. MSE) and R denotes

the rate in bits per pixel. The rate-control parameter λ ∈ R

balances the rate-distortion tradeoff.

Decoding an image with COOL-CHIC consists of three

main steps, shown in Fig. 1. First, the parameters of two

MLPs (fψ and fθ) are retrieved from the bitstream. Then,

fψ is used to decode ŷ, a set of L 2-dimensional discrete la-

tent variables. The latent variables are upsampled and con-

catenated as a dense 3D representation ẑ = upsample(ŷ).
Finally, the RGB value of each pixel x̂ij from the com-

pressed image is computed by feeding the dense latent rep-

resentation to the synthesis MLP:

x̂ij = fθ(ẑij). (2)

Encoding an image is achieved by overfitting the param-

eters {ŷ,ψ,θ} so that they minimize the rate-distortion cost

of the image stated in eq. (1). These parameters are learned

for a single image and are therefore adapted for this con-

tent. Thus, the parameters {ŷ,ψ,θ} are the compressed

representation of the image x. Efficient transmission of

these parameters uses entropy coding, which relies on an

estimate p of the signal’s (unknown) probability distribu-

tion q. Asymptotically, entropy coding algorithms offer a

rate close to the cross-entropy of the signal:

R(ŷ) = Eŷ∼q [− log2 p(ŷ)] . (3)

Here, special attention is dedicated to the latent distri-

bution p(ŷ), as its dimension is several orders of magnitude

larger than that of the MLP parameters θ andψ. To this end,

a lightweight auto-regressive probability model pψ (ŷ) is

implemented by an MLP fψ . COOL-CHIC strives to min-

imize the RD cost expressed in eq. (1), rewritten to more

clearly expose the optimized quantities:

min
ŷ,θ,ψ

D(x, fθ(upsample(ŷ)))− λ log2 pψ (ŷ) . (4)

This objective function does not account for the rate

associated to the MLP parameters {θ,ψ}, since they only

contribute marginally to the overall rate. Entropy coding

of the MLP parameters is achieved with a non-learned

distribution, estimated once the optimization is complete.

In the following, Section 2.2 presents the synthesis mod-

ule which reconstructs the decoded image x̂ from the latent

variables. Section 2.3 introduces the auto-regressive mod-

ule which models the distribution pψ(ŷ). Finally, Section

2.4 describes how the MLP parameters are transmitted.

2.2. Synthesis module

COOL-CHIC synthesis is depicted in Fig. 2. Inspired by

recent CNR approaches, it relies on a latent representation

ŷ fed to a lightweight MLP fθ . This latent representation

consists of L channels of different spatial resolutions:

ŷ =
{

ŷk ∈ Z
Hk×Wk , k = 0, . . . , L− 1

}

, (5)

with Hk =
H

2k
and Wk =

W

2k
.
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Figure 2: COOL-CHIC synthesis illustrated for a 4× 8 image with L = 3 latent channels.

The hierarchical nature of ŷ allows for a compact

representation of low-frequency areas thanks to the lowest

resolutions of ŷ, while still being able to capture fine details

on the highest resolutions. Typically, L = 7 is used so that

the coarsest latent resolution is H
64

× W
64

.

Each channel ŷk of the latent representation is then up-

sampled by a factor 2k with a bicubic interpolation. The

upsampled latents are concatenated along the channel di-

mension to obtain ẑ = upsample(ŷ), a dense 3D repre-

sentation of size H ×W × L. Finally, the RGB value of

each pixel x̂ij from the compressed image is computed by

sampling ẑ at the desired position and feeding the resulting

L-dimensional vector to the synthesis MLP:

x̂ij = fθ(ẑij), with ẑij = {ẑijk, k = 0, . . . , L− 1} . (6)

The whole synthesis module (fθ and ŷ), is obtained by

gradient descent to minimize the rate-distortion cost stated

in eq (4). However, the latent representation is required to

be discrete in order to be entropy coded. As it is not pos-

sible to directly optimize a discrete variable through a gra-

dient descent-based optimization, a continuous latent repre-

sentation y is learnt as a proxy. Moreover, the quantization

operation is replaced by noise addition during training [11]:

ŷ =

{

y + u with u ∼ U [−0.5, 0.5] if learning y,

Q(y) with Q a uniform quantizer otherwise.

(7)

2.3. Auto­regressive probability model

The role of the auto-regressive probability model pψ is

highlighted by rewriting eq. (3):

R(ŷ) = Eŷ∼q [− log2 p(ŷ)]

= Eŷ∼q [− log2 pψ(ŷ) + log2 q(ŷ)− log2 q(ŷ)]

= DKL (q || pψ) + H(ŷ). (8)

Here, DKL stands for the Kullback-Leibler divergence

and H for Shannon’s entropy. Equation (8) states that

it is possible to act on two terms to minimize the rate.

First, decreasing the entropy (i.e. the average information

quantity) of the latent variable ŷ. This is at the heart of

the rate-distortion tradeoff as less information in ŷ implies

more distortion in x̂. The second means of reducing the

rate is to estimate a distribution pψ as close as possible to

the actual (unknown) latent distribution q. This is the role

of the auto-regressive module shown in Fig. 3.

Modeling the joint distribution of ŷ is untractable due to

its high dimension. Inspired by [12], we resort to a factor-

ized model, where the distribution of each latent pixel ŷijk
(i.e. the pixel at location (i, j) in the k-th latent channel) is

conditioned on C spatially neighboring pixels cijk ∈ Z
C .

pψ(ŷ) =
∏

i,j,k

pψ(ŷijk | cijk). (9)

Since the distribution pψ must be known to both the

emitter and receiver, only causal (already received) context

pixels can be used to estimate the distribution pψ . More-

over, the context pixels are selected to introduce as little

sequentiality as possible. As such, no inter latent channel

dependency is leveraged, allowing to decode all L channels

in parallel. Furthermore, rows can also be processed in

parallel in a wavefront-like manner [13].

Following the usual practice in learned coding [3], the

discrete distribution pψ(ŷ) of the quantized latent variable

is actually modeled by integrating the continuous distribu-

tion of the non-quantized latent g(y), modeled as a Laplace

distribution. The MLP fψ learns to estimate the proper ex-

pectation and scale parameters of g, based on the context

pixels. As such, the probability of a latent pixel is:

pψ(ŷijk | cijk) =

∫ ŷijk+0.5

ŷijk−0.5

g(y)dy, (10)

with g ∼ L (µijk, σijk) and µijk, σijk = fψ(cijk).
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Figure 3: Entropy decoding of ŷijk using the auto-regressive probability model of COOL-CHIC and C = 12 context pixels.

Finally, the rate term present in eq. (4) sums up to:

R(ŷ) = − log2 pψ(ŷ)

= − log2
∏

i,j,k

pψ(ŷijk | cijk)

=
∑

i,j,k

− log2 pψ(ŷijk | cijk). (11)

2.4. Compressing the model parameters

During the training stage (i.e. the encoding), the MLPs

parameters {ψ,θ} are represented as 32-bit floating point

values. Yet, they do not require such a high-precision

representation once the training is finished. This section

explains how the quantization accuracy is set for the MLPs.

As the synthesis fθ and the probability model pψ per-

form different tasks, they likely require different accuracy.

Consequently, different quantization steps ∆ψ and ∆θ are

used for ψ and θ. Instead of the full-precision parameters

determined by the optimization process, COOL-CHIC re-

lies on their quantized version:

θ̂ = Q(θ,∆θ) and ψ̂ = Q(ψ,∆ψ),

with Q(·,∆) a scalar quantizer of step ∆. (12)

A probability model of θ̂ and ψ̂ is required to send them

via an entropy coding algorithm. Similarly to the quan-

tized latent variable distribution, the discrete distribution of

each quantized MLP parameter is modeled via a continuous

Laplace distribution, see eq. (11). As such, the probability

of one parameter from θ (the same holds for ψ) is:

p(θ̂i) =

∫ θ̂i+0.5

θ̂i−0.5

g(θ)dθ,

with g ∼ L
(

0, σ
θ̂

)

and σ
θ̂
= stddev(θ̂) (13)

The total rate contribution of both MLPs is estimated as:

RMLP = R
θ̂
+R

ψ̂

=
∑

θ̂i

− log2 p(θ̂i) +
∑

ψ̂j

− log2 p(ψ̂j). (14)

Quantization of the MLP parameters allows the reduc-

tion of RMLP at the expense of the probability model and

synthesis accuracy. Consequently, it is important to prop-

erly select the value of ∆ψ and ∆θ . This is achieved by a

greedy minimization of the rate-distortion cost associated to

different quantization steps (e.g. from 10−1 to 10−5). For

each quantization step, RMLP and the compression perfor-

mance (distortion and latent rate when using the quantized

MLPs) are measured. The selected quantization steps are

those minimizing the following rate-distortion cost.

min
∆ψ,∆θ

D(x, x̂) + λ (R(ŷ) + RMLP) . (15)

3. Experimental results

3.1. Rate­distortion results

This section provides experimental results demonstrat-

ing the efficiency of COOL-CHIC as a low-complexity im-

age decoder. To this end, the rate-distortion performance

of COOL-CHIC is measured on the Kodak dataset [15] and

the CLIC20 professional validation set [16] using the PSNR

as quality metric (computed in the RGB444 domain).

Several anchors are provided to better appreciate COOL-

CHIC results. A first set of anchors are conventional (i.e.

non-learned) codecs such as JPEG and HEVC intra, where

HEVC is tested using its test model HM operating in 444.

The performance of COIN [17], a popular CNR-based

codec from the literature, is provided. Finally, results of

the well-known Ballé’s autoencoder with hyperprior [3]

(inferred using compressAI [14]) are also presented.

Prior CNR-based codecs (e.g. COIN) rely on varying the

architecture of the synthesis MLP fθ to address different
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Figure 4: Rate-distortion performance on CLIC20 professional and Kodak datasets. Performance of Ballé’s autoencoder

come from CompressAI [14]. PSNR is computed in the RGB444 domain.

rates. Thanks to the addition of a latent representation,

COOL-CHIC implements a single architecture for all rates.

Both the synthesis MLP fθ and the probability model MLP

fψ have two hidden layers of width 12 with ReLUs. As

stated in Fig. 3, C = 12 context pixels are leveraged and

the latent variable is composed of L = 7 different channels.

This results in a lightweight decoder, with 629 parameters

and 680 multiplications per decoded pixel.

Figure 4 presents the rate-distortion results. COOL-

CHIC outperforms prior CNR-based codec COIN, across

the entire range of rate. Moreover, it offers performance on

par with Ballé’s autoencoder while offering a reduced de-

coding complexity. At higher rates, COOL-CHIC comes

close to the performance of modern conventional codecs

such as HEVC. These are compelling results since they

prove that COOL-CHIC is able to compete with well-

established autoencoders and conventional codecs.

It should be noted that COOL-CHIC performance ap-

pears to be better for higher rates. This is likely due to the

cost of sending the MLPs for the synthesis and probabil-

ity model. Figure 5 presents the evolution of the rate share

for the MLPs and the latent variable. At lower rates, the

rate associated to the MLPs approaches 20 % of the overall

rate. This is an important overhead which might explains

the worse performance of COOL-CHIC at low rates. As the

MLPs rate is approximately constant for all rates, this over-

head tends to decrease when the overall bitrate increases.

3.2. Complexity analysis

3.2.1 Decoder complexity

The main benefit of COOL-CHIC is the low complexity of

its decoder. This is illustrated in Fig. 6a, which presents

the number of kMAC (kilo multiplication-accumulation)

per decoded pixel for different approaches. COOL-CHIC

complexity remains consistently lower compared with

prior CNR-based approaches (e.g. COIN). Furthermore,

it is two orders of magnitude less complex than Ballé’s
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Figure 5: Contributions of the two rate terms: the MLPs

rate RMLP and the latent variable rate Rŷ.
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hyperprior-based autoencoder while offering competitive

rate-distortion performance. This proves that COOL-CHIC

is a low-complexity alternative to learned autoencoders.

While the main focus of this work is the design of a

low-complexity learned decoder, it is possible to slightly in-

crease the decoder complexity to obtain better compression

performance. In particular, the number of context pixels and

the width of the hidden layer are increased from 12 up to

0 2 4 6 8 10

Encoding iterations [kilo]

0 30 60 90 120 150
−80

−60

−40

−20

0

20

40

60

Encoding time [second]

B
D

-r
at

e
[%

]
↓

vs. HEVC (HM)
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Figure 7: COOL-CHIC BD-rate on the Kodak dataset as a

function of the encoding time. Negative BD-rate means that

COOL-CHIC requires less rate to offer the same quality.

24. Fig. 6b presents the exploration of this performance-

complexity continuum. Performance is expressed as the

BD-rate [18] of COOL-CHIC using Ballé’s hyperprior au-

toencoder as reference system. BD-rate indicates the rela-

tive rate required to achieve the same quality than the refer-

ence system. The point with the smallest complexity (680

MAC / decoded pixel) corresponds to the one shown in the

rate-distortion graphs of Fig. 4 and presents a BD-rate of

7 % (i.e. COOL-CHIC needs 7 % more rate to offer the

same quality than Ballé’s autoencoder). Increasing the com-

plexity up to 2 500 MAC / decoded pixel leads to decrease

the BD-rate to less than 3 %.

3.2.2 Encoder complexity

COOL-CHIC offers low decoding complexity. However,

the encoding complexity is more significant since COOL-

CHIC learns the latent representation, the synthesis MLP

and the probability model MLP for each image. Here,

the encoding of a 768 × 512 image takes around 10 min-

utes and 40 000 iterations. Yet, better implementation (e.g.

CUDA/C++) would lead to a dramatic speed-up. For in-

stance, Instant-NGP [9] learns to synthesize images (albeit

without a rate constraint) in a matter of seconds. Besides

reducing the duration of each iteration, meta-learning-based

approaches such as COIN++ [17] offer solutions to signif-

icantly reduce the number of iterations. This hints that the

encoding time of COOL-CHIC is likely not an issue.

The impact of the encoding time is evaluated by com-

puting COOL-CHIC BD-rate against different anchors

(Ballé’s autoencoder, COIN, HEVC and JPEG) throughout

the encoding process. The results of this experiment are
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Figure 8: Comparison of HEVC and COOL-CHIC on Kodak image kodim19 at two different rates.
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Figure 9: Latent variables for two rates (best viewed on screen). Captions indicate the resolution of each latent channel.

presented in Fig. 7. COOL-CHIC requires less than 100

iterations (1.5 second) to outperform JPEG and COIN,

offering a BD-rate of -20 % (versus JPEG) and -30 % (ver-

sus COIN). After 1 minute, COOL-CHIC already offers

compression performance close to Ballé’s autoencoder with

a BD-rate of 20 %. This results illustrates that the encoding

time is not prohibitive since most of the compression

efficiency is obtained in a few minutes.

Conceptually, COOL-CHIC is better compared to con-

ventional codecs (HEVC, VVC) than to learned auto-

encoders. Indeed, the encoding of COOL-CHIC consists

of learning an adapted latent and transform which best suit

the current image to compress. This is similar to the trial

of many different coding modes in conventional codecs in

order to find the best ones. It results in a high encoding

complexity (often done once on a dedicated server) and a

low decoding complexity (done many times on low-power

devices e.g. smartphones).

3.3. Visualization

Visual examples are provided in Fig. 8, which compare

HEVC and COOL-CHIC reconstruction at different rates.

At low rate, both codecs exhibit significant degradations

and compression artifacts. Since they operate differently,

the nature of their artifacts is different. HEVC is a block-

based codec and as such has blocking artifacts visible on

the lighthouse wall or in the grass. COOL-CHIC presents

other kind of artifacts akin to banding artifacts caused by

the upscaling of low-resolution latent channels. At higher

rates, both HEVC and COOL-CHIC are able to produce

high-quality reconstructions without coding artifacts.

Unlike prior CNR-based codecs, COOL-CHIC does not

rely on varying the MLPs architecture to address different

rates. Instead, the rate-distortion tradeoff concerns mostly

the latent representation, whose entropy decreases to reduce

its rate. This is depicted in Fig. 9 which presents the 5

highest-resolution latent variables obtained for two differ-

ent rates. The top row in Fig. 9 allows reconstruction of the

image presented in Fig. 8c and the bottom row corresponds

to the image in Fig. 8e. At high-rate COOL-CHIC uses

all latent resolutions, including the highest one, which is

not the case at low rate. Furthermore, low-rate latent chan-

nels are sparser and have smaller entropy than the high-rate

ones (e.g. the H
2
× W

2
channel). This shows that the rate-

distortion optimization of COOL-CHIC learns to populate

the latent variable according to the rate constraint.
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4. Conclusion and future work

This work proposes COOL-CHIC, a Coordinate-based

Low Complexity Hierarchical Image Codec. It is built on

top of a Coordinate-based Neural Representation (CNR),

complemented by a hierarchical latent representation. By

overfitting the whole system for each image to compress,

COOL-CHIC is able to achieve compelling rate-distortion

results for a reduced decoder-side complexity of 680 multi-

plications per decoded pixels. In particular, COOL-CHIC

offers performance on par with Ballé’s hyperprior-based

autoencoder while being two orders of magnitude less

complex. Moreover, COOL-CHIC performance comes

close to modern conventional codecs such as HEVC. This

yields promising perspectives, as the low decoder complex-

ity paves the way for real-life usage of learned compression.

While image coding performance is already compelling,

further progress is still needed to compete with state-of-the-

art codecs (VVC), especially at lower rates. Also, studying

how to extend COOL-CHIC to video coding is of primary

interest, as video compression requires low-complexity de-

coding in order to ensure real-time decoding. Finally, re-

ducing the encoding time is necessary to rely on COOL-

CHIC for practical use cases.
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