
SeeABLE: Soft Discrepancies and Bounded Contrastive Learning
for Exposing Deepfakes

Nicolas Larue1,2, Ngoc-Son Vu1, Vitomir Struc2, Peter Peer2, Vassilis Christophides1
1ETIS - CY Cergy Paris University, ENSEA, CNRS, France

2University of Ljubljana, Slovenia

Abstract
Modern deepfake detectors have achieved encouraging

results, when training and test images are drawn from
the same data collection. However, when these detectors
are applied to images produced with unknown deepfake-
generation techniques, considerable performance degrada-
tions are commonly observed. In this paper, we propose
a novel deepfake detector, called SeeABLE, that formalizes
the detection problem as a (one-class) out-of-distribution
detection task and generalizes better to unseen deepfakes.
Specifically, SeeABLE first generates local image perturba-
tions (referred to as soft-discrepancies) and then pushes the
perturbed faces towards predefined prototypes using a novel
regression-based bounded contrastive loss. To strengthen
the generalization performance of SeeABLE to unknown
deepfake types, we generate a rich set of soft discrepan-
cies and train the detector: (i) to localize, which part of
the face was modified, and (ii) to identify the alteration
type. To demonstrate the capabilities of SeeABLE, we per-
form rigorous experiments on several widely-used deep-
fake datasets and show that our model convincingly outper-
forms competing state-of-the-art detectors, while exhibiting
highly encouraging generalization capabilities. The source
code for SeeABLE is available from: https://github.
com/anonymous-author-sub/seeable.

1. Introduction
Recent advances in (deep) generative models, such

as generative adversarial networks (GAN) [23], diffusion
models [32] and generative normalizing flows [14], have
made it possible to generate fake images and videos with
unprecedented levels of realism. Human faces have been
a particularly popular target for such models, enabling the
creation of so-called deepfakes [12,19,65,66], i.e., manipu-
lated facial images commonly used for malicious purposes.
These deepfakes have been shown to constitute a serious
psychological and financial treat to individuals, but also so-
ciety as a whole [8, 52]. As a result, the deep learning com-
munity is actively working on countermeasures and detec-
tion techniques that can help to mitigate this threat.

By having access to datasets with both, real and forged
(manipulated) faces [15,16,36,41,47,57,70], existing deep-

Figure 1: Examples of faces with soft-discrepancies. Can
you identify the discrepancy in each image? SeeABLE can.
SeeABLE’s answer: the perturbed area of the four facial
images is within the circle shown on the right. Note that a
different soft discrepancy is used in each image.

fake detectors [1,7,9,10,33,50,57] essentially learn a binary
decision boundary that leads to reasonable detection per-
formance with deepfake-generation techniques seen during
training. However, as recent empirical studies [18, 39, 67]
report, the performance of such (discriminatively-trained)
detectors degrades significantly when used with unseen
face-manipulation methods, which severely limits their use
in real-life deployment scenarios [75].

A powerful solution to improve the generalization capa-
bilities of deepfake detectors is to use synthetic data (i.e.,
pseudo deepfakes) during training and encourage the mod-
els to learn generalizable decision boundaries. Such strate-
gies are at the core of many of the state-of-the-art (SoTA)
detection models [5, 45, 48, 60, 71] that either enrich the di-
versity of available deepfakes by synthesizing novel fake
images for training, or rely completely on synthetic deep-
fakes when learning the detection models. These methods
differ in the type of augmentations considered: blending-
or adversarial-based techniques, adoption of global or local
transformations, and use of single or multiple source/target
images, as summarized in Table 1. Once the pseudo-fakes
are generated, a classifier is learned to distinguish between
real and fake faces. While these methods were observed
to lead to highly competitive detection performance, espe-
cially in cross-dataset settings, they are still limited by the
discriminative nature of the training procedure that tries to
differentiate between real faces and the specific artifacts in-
duced by the pseudo-deepfake generation procedure.

In this paper, we propose a novel deepfake detector,
called SeeABLE (Soft discrepancies and bounded con-
trastive larning for exposing deepfakes), that formulates the
detection problem as a (one-class) out-of-distribution detec-
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Deefake detection model
Augmentation (blended, adversarial) Alteration artifact Problem formulation

global local global local classification regression
multiple single multiple single

Face Xray [45], PCL [71], OST [48] ✓ ✓ ✓
SLADD [5] ✓ ✓ ✓
SBI [60] ✓ ✓ ✓

SeeABLE (proposed) ✓ ✓ ✓ ✓

Table 1: Comparison of SeeABLE and SoTA detectors that use pseudo-deepfake synthesis during model learning.
The existing techniques differ in terms of augmentation techniques used, the level at which alterations are applied (local vs.
global), and the problem formulation. As can be seen, SeeABLE differs significantly from existing techniques.

tion task and generalizes better to unseen deepfakes than
discriminatively-learned models. SeeABLE is trained with
images of real faces only and differs significantly from ex-
isting (pseudo-fake based) detectors, as seen in Table 1.
Specifically, the model first generates (subtle) local image
perturbations, referred to as soft discrepancies, using a
rich set of image transformations, as illustrated in Figure 1.
Next, the generated soft discrepancies are pushed towards a
set of target representations (i.e., hard prototypes) using a
single multi-task regressor learned with a novel bounded
contrastive regression loss. Here, the objective of the re-
gressor is two-fold: (1) to map the different soft discrepan-
cies into well-separated (and tightly clustered) prototypes
that facilitate efficient similarity scoring (akin to prototype
matching), and (2) to localize the spatial area of the lo-
cal image perturbation and, thus, to exploit an auxiliary
source of information for the regression task. The subtle im-
age changes introduced by the soft discrepancies force See-
ABLE to learn to detect minute image inconsistencies (and
in turn a highly robust detector), whereas the local nature of
the perturbation allows the model to exploit an additional
localization (pretext) task that infuses complementary cues
into the learning procedure. Unlike competing one-class
detectors that typically rely on (low-level) per-pixel recon-
structions to identify deepfakes, e.g. [37], SeeABLE, learns
rich and semantically meaningful features for the detec-
tion process that, as we show in the experimental section,
lead to highly competitive detection results.

To demonstrate the capabilities of SeeABLE, we eval-
uate the model in comprehensive cross-dataset and cross-
manipulation experiments on multiple datasets, i.e., FF++
[57], CDF-v2 [47], DFDC-p [16] and DFDC [15], and in
comparison to twelve SoTa competitors. The results of the
experiments show that the proposed model achieves highly
competitive results on all considered datasets, while exhibit-
ing encouraging generalization capabilities.

In summary, the main contributions of this paper are:

• We propose SeeABLE, a new state-of-the-art deepfake
detector trained in one-class self-supervised anomaly de-
tection setting that captures high-level semantic infor-
mation for the detection task by localizing artificially-

generated (spatial and frequency-domain) image pertur-
bations. Unlike (most) competing solutions, SeeABLE
learns to provide an anomaly score that allows it to effi-
ciently discriminate between real and fake imagery.

• We introduce a novel Bounded Contrastive Regression
(BCR) loss that enables SeeABLE to efficiently push/map
the local soft discrepancies to a predefined set of (evenly-
distributed) prototypes, and, in turn, to facilitate distance-
based prototype matching for deepfake detection.

• Through rigorous (cross-dataset and cross-manipulation)
experiments on multiple dataset, we demonstrate the su-
perior generalization capabilities of SeeABLE compared
to existing (SoTA) deepfake detectors.

2. Related work
In this section, we review (closely) related prior work

needed to provide context for SeeABLE. For a more com-
prehensive coverage of the relevant topics, the reader is re-
ferred to some of the excellent surveys available [51, 54].
Deepfake detection. A considerable amount of deepfake
detectors has been introduced in the literature over the years
[4, 17, 30, 59, 67, 73]. Early detectors, e.g., [1, 3, 11, 27,
46], relied mostly on the known deficiencies of deepfake-
generation techniques and focused on the detection of the
corresponding visual artifacts. A notable cross-section of
these techniques [20, 49, 56, 57] use frequency-domain rep-
resentations to discriminate between real and fake images.
Liu et al. [49], for example, leveraged the phase spectrum to
capture the up-sampling artifacts of face manipulation tech-
niques, while Qian et al. [56], on the other hand, used a
DCT-based model F 3net [69] to extract frequency-domain
cues and compute statistical features for forgery detection.
Fei et al. [20] proposed a weakly supervised second order
local anomaly learning module that decomposes local fea-
tures by different directions and distances to calculate first
and second order anomaly maps. Another category of mod-
els [21,26,72,74] utilize temporal features for deepfake de-
tection. The local and temporal-aware transformer-based
deepfake detector (LTTD) [26], for instance, utilized a lo-
cal sequence transformer to model temporal consistency on
restricted spatial regions to identify deepfakes. In [21], ma-
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nipulated videos were detected based on the subtle incon-
sistencies between visual and audio signals by training an
autoregressive model that captured the temporal synchro-
nization between video frames and sound. Other recent
works [39, 43] also attempted to detect deepfakes in a con-
tinual learning setting, with the main goal of avoiding the
catastrophic forgetting [55] across different tasks.
Detection through pseudo-deepfake generation. One of
the most effective strategies for learning deepfake detec-
tors that generalize well across deepfake generation tech-
niques [5, 25, 45, 60, 71] is to use dedicated augmentation
techniques to first synthesize forged images (i.e., pseudo
deepfakes) and then train a binary classification model for
the detection task. The idea behind Face-Xray [45], for ex-
ample, is to generate blended images (BI) of two different
faces using a global transformation and then learn to dis-
criminate between the real and blended faces. Shiohara et
al. [60] extended this idea and proposed a synthetic train-
ing dataset with self-blended images (SBI) that are gener-
ated from a single pristine/real face. SBI has been shown
to generalize even better than Face-Xray to unseen deep-
fakes. SLADD [5] used an adversarial training strategy to
find the most difficult BI configuration and trained a classi-
fier to predict the forgeries. In PCL [71], an inconsistency
generator was used to synthesize forged data and patch-wise
consistencies were later exploited to classify an image as ei-
ther real or fake. Finally, OST [48] proposed a test-sample-
specific auxiliary task, pseudo-training samples, and meta-
learning to improve performance on identifying forgeries
created by unseen methods.
One-class self-supervised anomaly detection (AD). AD,
also referred to as out-of-distribution (OOD) detection, is an
established research area, for which many techniques have
been presented in the literature, including the one-class sup-
port vector machine (OC-SVM) [58], support vector data
description (SVDD) [64], deep OC-NN [53] and multiple
GAN-based methods [2, 34]. Very recently, self-supervised
learning (SSL) has been successfully adopted for one-class
AD [31, 35, 62], with highly competitive results [2, 34, 53].
In this setup, a (deep) model is commonly learned to solve
an auxiliary (pretext) task in an SSL fashion. Then, to clas-
sify a given input sample as either anomalous or normal,
the result of the auxiliary task is evaluated with the pro-
vided test sample. Because the model is trained with nor-
mal data only, the assumption is that the model will perform
well on normal data but fare poorly on anomalies. While
different tasks were considered in the literature as pretexts
[31, 44, 62], existing one-class AD models for deepfake de-
tection, such as OC-FakeDect [37], relied exclusively on
data reconstruction to facilitate the detection process.
Evenly-distributed prototypes. Evenly-distributed points
on a hypersphere maximize the average inter-class distance
when being used as class centroids. Formally, in a Eu-
clidean space Rn, a set of K ∈ [2, . . . , n + 1] vectors

{p1 . . .pK} vectors are evenly-distributed on a unit hyper-
sphere such that, ∀ i ̸= j, pi · pj = −1/(K − 1). When
K = n+ 1, Lange and Wu [42] proposed an analytical ex-
pression over the vertices of a regular simplex to generate n
points in Rn. Recently, [24] showed that contrastive learn-
ing objectives reach their minimum once the representations
of each class collapse to the vertices of a regular simplex.

3. Methodology
Unlike competing methods that typically try to dis-

criminate between real faces and (synthetically-generated)
fakes, SeeABLE learns low-dimensional representations
(hard prototypes) of synthetically-generated local image
perturbations (soft discrepancies) and utilizes a prototype-
matching procedure during inference to derive a (anomaly)
score for the detection task. From a high-level perspec-
tive, SeeABLE first uses a diverse set of augmentation tech-
niques to create the soft discrepancies (§3.1) and then trains
a deep network to map them to a set of prototypes dis-
tributed evenly on a hypersphere, as also illustrated in Fig-
ure 2. In the following sections, we detail both, the training
(§3.2) and inference stages (§3.3) of SeeABLE.

3.1. Generating soft discrepancies (SD)
We use a parameterized data augmentation technique,

denoted as sd , to create synthetic face images with subtle
soft discrepancies (SDs). Formally, given a dataset of real
face images Dreal = {Ii}Ni=1, we generate a set of faces
with synthesized soft discrepancies Dsd as follows:

Dsd = {(sd(Ii, ỹiloc, ỹitype)︸ ︷︷ ︸
Face with a soft discrepancy

, lbl(ỹiloc, ỹitype︸ ︷︷ ︸
self-supervised signal

)}, (1)

where Ii is the i-th real image, ỹitype ∈ [1 . . Ntype] de-
notes the type of soft discrepancy to be used for perturbing
Ii, and ỹiloc ∈ [1 . . Nloc] stands for a label encoding the
(discrete) location of the soft discrepancy. Additionally, we
use the generated ground truth, ỹiloc and ỹitype, to construct
a single label ỹi ∈ [1 . . Nloc × Ntype] for each image in
Dsd in a self-supervised fashion, as follows:

ỹi = lbl(ỹiloc, ỹitype) = ỹiloc ×Ntype + ỹitype (2)

and ỹiloc = pos(ỹi) and ỹitype = type(ỹi) to invert the
mapping. The presented process serves as a data factory and
allows us to generate massive amounts of perturbed faces
with corresponding labels for training the proposed model.
a) Soft-discrepancy generation. SeeABLE uses a blend-
ing operation to generate locally perturbed facial images
for training. Given a source and target face image Is, It ∈
[0, 255]W×H×3, and a blending mask M ∈ [0, 1]W×H , the
blending operation is defined as follows:

blend
(
M, Is, It

)
= M⊙ Is + (1−M)⊙ It, (3)

where ⊙ is the element-wise Hadamard product. Prior work
[5, 25, 45, 60] has adopted the above blending procedure to
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Figure 2: High-level overview of SeeABLE. The proposed deepfake detector is trained in a one-class self-supervised learning
setting using real face images only. Once trained, SeeABLE is able to provide an anomaly score that can be used for deepfake
detection. p◦ and p× are two different prototypes, the color encodes the position and the subscripts the discrepancy type.

produce globally perturbed faces that were then used to ei-
ther fully substitute or to complement the dataset’s actual
deepfakes. Thus, the blending mask M was defined in a
way that affected the appearance of the entire face [5]. See-
ABLE differs from these existing methods in that it gener-
ates faces with (subtle) local perturbations that not only en-
courage the model to learn a robust detector, but also enable
using an additional localization task for the training proce-
dure. To generate the locally perturbed images, we utilize
Eq. (3) with Nloc different masks M and Ntype different
augmentations, which results in the following augmented
dataset for the training of SeeABLE for each input image I:

sd(I, ỹloc, ỹtype) = blend (Loc(I, ỹloc), I,Type (I, ỹtype)) ,
(4)

where Loc is a function that generates a mask at location
ỹloc and Type is a function that modifies the image using a
specific augmentation technique defined by ỹtype.
b) Discrepancy location. To generate the local image per-
turbations with Eq. (4), SeeABLE requires suitable blend-
ing masks that ensure that only a specific region of the face
is altered at the time. To this end, we define a submask
scheme, that partitions the facial are into a number of sub-
components. We use a simple grid strategy for SeeABLE,
where the facial region, defined by a set of facial landmarks,
is divided into a grid with Nloc = Nrows × Ncols patches,
where Nrows and Ncols represent the number of rows and
columns in the grid, respectively (see Table 7(d) for an illus-
tration). The function Loc, thus, returns a mask that corre-
sponds to one of the Nloc patches, defined by ỹloc. We note
that this strategy was found to work better than more com-
plex semantics-driven submask schemes, and was, there-
fore, also used in the design of SeeABLE.
c) Discrepancy type. To detect object-level anomalies or
out-of-distribution samples, self-supervised AD methods,
such as [61, 62], use strong augmentations like rotations,

patch permutations or cutpaste. Because the artifacts in-
troduced by deepfake-generation techniques are typically
subtle, we avoid such strong augmentations in SeeABLE
and utilize more suitable perturbation techniques that gen-
erate soft (“not too pronounced”) discrepancies that enable
our model to learn rich and robust features for the detec-
tion task. Specifically, we consider augmentations that yield
discontinuities in both, the spatial and frequency domain.
Thus, the number of different discrepancy types returned
by the Type function from Eq. (4) is Ntype = 2 and is de-
termined by ỹtype. Details of the concrete transformations
used for the implementation are presented in Section 4.1.
d) Discrepancy invariant global transformations. In the
literature on self-supervised representation learning, special
care is typically taken to avoid trivial solutions, e.g., when
a network is trained to solve a pretext task to recognize the
permutation of image patches and learns only the edge dis-
continuities instead of useful features. In SeeABLE, we
avoid such trivial solutions (and over-fitting) by applying
global discrepancy-invariant transformations Tinv to I be-
fore generating the local image perturbations. Because a
family of global image transformations is used that do not
impact the soft discrepancies, the model is encouraged to
learn more general features that better capture the charac-
teristics of the synthesized discrepancies.

3.2. Learning the proposed model

SeeABLE is trained in a multi-task fashion by minimiz-
ing the following learning objective:

LSeeABLE = LBCR + λLGUI, (5)

where LBCR is the novel Bounded Contrastive Regression
(BCR) loss that aims to push the soft-discrepancies to the
predefined hard prototypes, LGUI is the localization-related
guidance loss that offers additional cues for the training pro-
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cedure and infuses geometric constraints into the model op-
timization process, and λ is a balancing weight.

3.2.1 Supervised contrastive learning

Assume a classification task with K classes and a set of N
training samples {(xi, ỹi)}Ni=1, where a (deep) encoder fe
first outputs an intermediate representation hi = fe(xi) and
the projector function fp , usually an MLP, then computes
the final low-dimensional embedding zi = fp(hi) ∈ RD.
Such models are often learned using contrastive losses that
rely on the normalized temperature-scaled cross entropy
(NT-Xent) [6] optimization objective, defined for a positive
pair of training examples (xi,xp) as:

LNT-Xent (zi, zp) = − log
esim(zi,zp)/τ∑N

j=1; j ̸=i e
sim(zi,zj)/τ

, (6)

where sim(a,b) = a · b/(∥a∥∥b∥) is the cosine similarity
and τ is a temperature variable. Recently, a novel loss was
proposed in [38] for fully supervised contrastive (SupCon)
learning, where the training consists of two stages, where in
Stage 1 the encoder fe and projector fp are trained jointly to
minimize:

LSupCon =

N∑
i=1

1

|P (i)|
∑

p∈P (i)

LNT-Xent (zi, zp) , (7)

where P (i) = {p ∈ [1 . . N ]\{i} | ỹp = ỹi} is a set of
indices of the same label as ỹi, and |·| is the set’s cardinality,
and in Stage 2 the encoder fe is frozen and the projector fp
is replaced by a linear layer flin , which is trained to solve
the classification task using the standard cross-entropy loss.

3.2.2 Bounded contrastive regression

One of the main contributions of this work is a novel loss for
bounded contrastive regression (BCR). To introduce BCR,
we first define a set {p1, . . . ,pK} of K class prototypes and
fix them to be evenly distributed on a hypersphere in accor-
dance with the procedure from [42]. Using these predeter-
mined hard prototypes as targets for the regression task, we
then define the novel BCR loss as follows:

LBCR = LSupCon +

N∑
i=1

LNT-Xent (zi,pỹi)

|P (i)|
, (8)

where LSupCon and LNT-Xent are defined in Eq. (7) and
Eq. (6). As can be seen, computing the BCR involves creat-
ing positive pairs that combine the embeddings zi with their
corresponding class prototypes pỹi

. Such positive pairs
encourage the supervised contrastive loss to generate clus-
ters around the class prototypes. Our intuition here is that
this will enable the regression model to generate bounded
hypherspherical cap (evenly distributed and equally sized)
clusters for each class within the unit-hypersphere.
BCR properties. Given a sample (xi, ỹi) and its embed-
ding zi = fp(fe(xi)), BCR has the following properties:

• Optimal representation. Since we choose the prototypes
to be optimal (evenly distributed) for contrastive losses,
Eq. (8) tends to its minimum when all embeddings col-
lapse to their corresponding class prototypes:

∀i ∈ [1 . . N ] , zi = pỹi
(9)

• Regression. By introducing a scalar variable ri ∈ R+,
for the cosine similarity between zi and pỹi

:

ri = dsim(zi,pỹi) = 1− sim(zi,pỹi) (10)

we observe that Eq. (8) implicitly regress ri to zero (ri →
0), with the equality to zero (ri = 0) occurring with the
optimal representation.

• Efficient prediction. Given an embedding zi, we can
obtain its prediction (i.e., location and discrepancy type)
through an efficient prototype-matching procedure, i.e.:

yi = argmin
k

{sim (zi,pk) | k ∈ [1 . . K]} (11)

3.2.3 Guidance loss

In order to further enhance the performance of SeeABLE,
we introduce an additional guidance loss for the regression
task that incorporates task-specific knowledge. To illustrate
the idea, let us assume that the model produces a completely
erroneous prediction instead of the expected ground truth,
i.e., y ̸= ỹi, Since our the prototypes are distributed evenly,
the distance to the incorrect class is always the same, re-
gardless of error, i.e., dsim(zi,pỹi

) = K/(K − 1), result-
ing in an equal treatment of all prediction errors. To address
this issue, we propose a loss that explicitly weights the dis-
tances ri based on some prior knowledge encoded in G:

LGUI =
∑

i∈[1. .N ]

G (yi, ỹi)× ri. (12)

Model guidance with geometric constraints. In See-
ABLE, we consider facial geometry and geometric con-
straints as sources of prior knowledge for G and incorporate
these into the discrepancy localization objective of the pro-
posed detector. The main idea here is to use lower penalties
for errors that originate from facial symmetry (e.g., substi-
tutions of the left for the right eye) than other types of lo-
calization errors. Similarly, mispredictions of the type of
soft-discrepancy within a region should be penalized less
than mispredictions of the discrepancy location. Formally,
G is defined as follows:

G(yi, ỹi) =


2−2 if pos(yi) = pos(ỹi)

2−1 else if sym(pos(yi)) = pos(ỹi)

2−0 × dgraph(pos(yi), pos(ỹi)) otherwise
(13)

where sym(·) returns the location of symmetric patch w.r.t.
the vertical center axis of the image and dgraph is a graph-
based distance between the location of two patches.
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3.3. Inference: anomaly score computation
SeeABLE utilizes a deepfake detection score that is de-

rived from the cosine similarity (Eq. (10)) with the trained
prototypes, serving as a direct cue. Moreover, the norm is
employed as an indirect cue of the model’s confidence.We,
therefore, define the anomaly score for a test image Itest as:

score(Itest) =

K∑
k=1

∥hk∥︸ ︷︷ ︸
indirect

× (1 + sim (zk,pk))︸ ︷︷ ︸
direct

(14)

where hk = fe(sd(Itest, pos(k), type(k))) and zk =
fp(hk)/∥fp(hk)∥. Note that 1 + sim(zk,pk) = 2 −
dsim(zk,pk) ≥ 0.

4. Experiments
4.1. Implementation details
Model implementation. As in [60], we use EfficientNet-
b4 [63] as the encoder fe of SeeABLE, and a one-layer
MLP (with D = 128 outputs) followed by a ℓ2 normal-
ization for the projection layer fp. The number of ver-
tices (prototypes) of the regular simplex in RK−1 is set to
K = 33. SeeABLE is trained for 200 epochs with the SGD
optimizer, a batch size of 6 and a learning rate of 1e−3 that
is decayed to 1e−5 with a cosine scheduler. During training,
the balancing parameter λ is first set to 0 and then increased
gradually to 0.1 to strengthen the importance of the geo-
metric constraint in later epochs. Once trained, SeeABLE
requires around 15 ms to process one frame on a PC with
an RTX 3060.
Considered transformations. For the global transforma-
tions Tinv , we consider the following operations: (1) ran-
dom translations of up to 3% and 1.5% of the image width
and height, respectively, (2) random scaling (followed by
center cropping) by up to 5%, and (3) random shifting of
HSV channel values by up to 0.1. To generate the SDs in
the spatial domain, we use: (1) shifting of RGB channel
values by up to 20, (2) random shifting of HSV channel
values by up to 0.3, and (3) random scaling of the bright-
ness and contrast by a factor of up to 0.1. For the SDs in the
frequency domain, one of the following operators is used:
(1) down-sampling by a factor of 2 or 4, (2) application of
a sharpening filter and blending with the original with an α
value in the range [0.2, 0.5], and (3) JPEG compression with
a quality factor between 30 and 70. These hyperparameter
values were selected in a way that resulted in visually subtle
soft discrepancies without major artifacts, similarly to [60].
Data preprocessing. We use a pretrained RetinaFace [13]
model for face detection and dlib [40] for locating 68 fa-
cial landmarks. The detected face regions are resized to
256 × 256 pixels (using bilinear interpolation) prior to the
experiments. No special effort is made to align the faces
across frames and the landmarks are used only to define the
region-of-interest and the grid for the guidance loss.

Deepfake detection. During the inference phase, we uni-
formly sample 30 frames per test video. The anomaly score
is first computed for each frame separately using Eq. (14),
and the anomaly score for the entire video is obtained by
averaging the frame-level scores.

4.2. Experimental setup
Experimental datasets. As in [5, 57, 62, 71], we use the
FaceForensics++ (FF++) dataset to train our model. The
FF++ dataset [57] contains 1000 videos that are split into
three groups: 720 videos for training, 140 for validation and
140 for testing. We utilize only the pristine training videos
for learning SeeABLE and sample at most 1 frame per video
when constructing batches for the optimization procedure.
To evaluate SeeABLE in cross-manipulation settings, we
adopt the deepfake (test) part of FF++, where each video is
generated using one of the four deepfake-generation tech-
niques: Deepfakes (DF) [12], Face2Face (F2F) [66], Neu-
ralTextures (NT) [65] and FaceSwap (FS) [19].

To demonstrate the performance of SeeABLE in cross-
dataset settings, three additional datasets are adopted, i.e.,
Celeb-DF-v2 (CDF-v2) [47], DeepFake Detection Chal-
lenge preview (DFDC-p), and DeepFake Detection Chal-
lenge public (DFDC) [15]. The CDF-v2 dataset [47] con-
sists of 590 real and 5, 639 deepfake celebrity videos, gener-
ated using a sophisticated deepfake approach. The DFDCp
dataset contains over 5000 videos (original and fake) and
features two deepfake generation methods, while the DFDC
dataset [15] comprises over 128, 000 video sequences with
more than 100, 000 deepfakes of different quality.
Performance indicators. In line with standard evaluation
methodology [5,60,71], we use the Area Under the Receiver
Operating Characteristic Curve (AUC) to evaluate the per-
formance of our detector in a threshold-free manner.
SoTa baselines. We compare SeeABLE to multiple SoTA
competitors: (1) pseudo-deepfake based detection meth-
ods, i.e., DSP-FWA [46], Face X-ray [45], SLADD [5],
PCL [71], SBI [60], and OST [48] (2) video-based tech-
niques, i.e., Two-branch [50] and LipForensics [28], (3)
transformer-based methods, i.e., UIA-ViT [74], FTCN-TT
[72], and LTTD [26], and (4) two versions of the one-class
OC-FakeDect model [37]. For a fair comparison, results
from the original papers are reported (where available).

4.3. Performance evaluation

Cross-dataset evaluation. Table 2 compares the perfor-
mance of SeeABLE with SoTA detectors in a cross-dataset
scenario. Here, all models are trained on FF++ and tested on
datasets not seen during training. As can be observed, See-
ABLE yields the best overall (average) performance, while
being among the simplest of all considered detectors. Un-
like other competitors, the proposed model does not rely on
adversarial training schemes or availability of deepfake ex-
amples during training, but still leads to highly competitive
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Method Pristine Test set - AUC (%)

only CDFv2 DFDC DFDCp Avg.

DSP-FWA [46] ✓ 69.3 - - 69.3
Two-branch [50] 76.6 - - 76.6
LipForensics [28] 82.4 73.5 - 77.9
Face X-ray [45] 79.5 65.5 - 72.5
SLADD [5] 79.7 - 76.0 77.8
PCL+I2G [71] ✓ 90.0 67.5 74.4 77.3
SBI† [60] ✓ 85.9 69.8 74.9 76.9
OST [48] 74.8 - 83.3 79.1
UIA-ViT [74] ✓ 82.4 - 75.8 79.1
FTCN-TT [72] 86.9 74.0 - 80.4
LTTD [26] ✓ 89.3 - 80.4 -

SeeABLE (ours) ✓ 87.3 75.9 86.3 83.2
†SBI was re-evaluated using the official code with MConvexHull.

Table 2: Comparison of SeeABLE and SoTA methods
in the cross-dataset scenario. For a fair comparison, the
reported results are cited directly from the original papers.

Method Test set - AUC (%)

DF F2F FS NT Avg.

OC-FD1† [37] 86.2 70.7 84.8 95.3 84.2
OC-FD2† [37] 88.4 71.2 86.1 97.5 85.8
Face X-ray [45] - - - - 87.3
SBI [60] 97.5 89.0 96.4 82.8 91.4
OST [48] - - - - 98.2
SLADD [5] - - - - 98.4

SeeABLE (ours) 99.2 98.8 99.1 96.9 98.5
†OC-FD1 and OC-FD1 refers to two versions of OC-FakeDect

Table 3: Cross-manipulation evaluation on FF++ HQ.
SeeABLE achieves SoTA results on all subsets of FF++.
SLADD, OST, Face Xray report only the average result.

results. SeeABLE convincingly outperforms all methods
on the DFDC and DFDCp datasets, including all pseudo-
deepfake based detectors, video-based models, one-shot
techniques and transformer-based models, while being ri-
valed on CDFv2 only by the video transformer based detec-
tor LTTD [26] and the PCL-I2G technique [71]. For a fair
interpretation of the results, it should be noted that SBI was
evaluated using the official code associated with MConvexHull
(see Table 7(a)) since the results reported in the original
paper were obtained with a more sophisticated masking
scheme and a Sharpness Aware Minimization (SAM) [22]
procedure, which commonly improves performance at the
cost of doubling the training time. We also note that some
of the competitors do not provide results for all test datasets,
but SeeABLE is still the top performer even if the average
AUC scores are computed only across the available results.
For instance, the average AUC of SeeABLE and LTTD on
CDFv2 and DFDCp are 86.8% and 84.8%, respectively.
Cross-manipulation evaluation. A key aspect of deepfake
detectors is their generalization to different manipulation
techniques. Following the evaluation protocol from [71],

Encoder (fe) Test set - AUC (%)

DF F2F FS NT Avg.

ResNet50 [29] 96.2 94.7 95.2 92.6 94.7
Xception [7] 94.5 95.0 96.4 94.2 95.0
EfficientNet-b4 [63] 99.2 98.8 99.1 96.9 98.5

Table 4: Performance of SeeABLE with different back-
bones. Results are shown in terms of AUC (in %) on FF++.

we evaluated SeeABLE on the four manipulation methods
of FF++, i.e., DF, F2F, FS, and NT. As in all experiments
presented in this paper, the raw version of FF++ is used for
training and the HQ version is considered for testing. As
can be seen from Table 3, SeeABLE outperforms all com-
peting detectors on all four manipulation types with an aver-
age AUC of 98.5%. Especially interesting here is the com-
parison to SeeABLE’s closest competitors, the one-class
OC-FakeDect detectors, which the proposed model outper-
forms by a margin of more than 12%.

4.4. Ablation study

Backbone impact. In Table 4, we evaluate the effect of
different (backbone) encoder architectures fe on the per-
formance of SeeABLE, i.e., ResNet-50 [29], Xception [7]
and EfficientNet-b4. We observe that the best overall per-
formance is obtained with EfficientNet-b4, which outper-
forms the runner-up, Xception [7], by 3.5%, and the weak-
est model (ResNet-50) by 3.8%. In general, larger and more
powerful encoders lead to better generalization, but even
with the weaker backbones, SeeABLE still outperforms
many of the SoTA competitors from Table 3. These results
suggest that SeeABLE is applicable to different backbone
models and is expected to further benefit from future devel-
opments in model topologies.
Regression vs. classification. We explore in Table 5 the
impact of learning SeeABLE within the proposed regres-
sion task (using LBCR), as opposed to classification tasks
(learned with cross-entropy LCE and supervised-contrastive
LSupCon losses). For a fair comparison, we compare all
strategies with and without the geometric constraint (LGUI)
and the best performing hyperparameters.

As can be seen, LBCR convincingly outperforms LCE and
LSupCon with a performance difference of 7.3% and 4.3%.
When adding the geometric constraint LGUI, an additional
improvement of 2.2% for LBCR, 1.7% for LCE, and 1.9%
for LSupCon can be observed. This illustrates the strength of
the proposed regression-based learning objective. We con-
jecture that the drop in detection performance when chang-
ing from the regression loss to the classification losses is
due to the fact that: (1) the representation learned through
LCE and LSupCon is not optimized for the cosine-similarity-
based scoring; (2) some useful characteristics, such as the
hardness-aware property [68] of the contrastive loss, were
lost, ultimately leading to suboptimal detection results.
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Method Test set - AUC (%)

DF F2F FS NT Avg.

LCE 96.8 91.7 86.7 80.8 89.0
LCE + LGUI 96.3 92.6 89.8 84.0 90.7

LSupCon 96.9 94.4 91.3 85.4 92.0
LSupCon + LGUI 97.9 97.1 93.1 87.4 93.9

LBCR 97.4 96.1 96.4 95.5 96.3
LBCR + LGUI 99.2 98.8 99.1 96.9 98.5

Table 5: Learning in a regression vs. classification set-
tings. Shown are AUC scores (in %) on FF++.

LBCR LGUI λ DF F2F FS NT Avg.

✓ - - 97.3 96.1 96.3 95.4 96.3
- ✓ - 90.3 87.0 87.9 82.0 86.8
✓ ✓ const. 97.8 96.0 97.1 94.4 96.4
✓ ✓ ↘ 98.7 98.7 95.4 97.8 97.6
✓ ✓ ↗ 99.2 98.8 99.1 96.9 98.5

Table 6: Impact of loss terms (LBCR, LGUI) and balancing
strategies (λ) on performance (AUC in %) on FF++.

Contribution of different losses. In Table 6, we investi-
gate the impact of the two loss terms utilized to learn See-
ABLE, i.e., LBCR and LGUI, as well as the strategy used
to balance the two during training. Several cases are con-
sidered: (1) a fixed trade-off with λ = const. = 0.1, (2)
increasing λ linearly from 0 to 0.1 during training - marked
λ =↗, (3) decreasing λ linearly from 0.1 to 0 during train-
ing - marked λ =↘. In general, we see that LBCR and LGUI
complement each other and better results are obtained when
both are considered jointly, as opposed to either one alone.
Additionally, we observe that the best overall performance
is achieved when the importance of the geometric constraint
is gradually increased during training.
Effect of submask generation strategies. In Table 7, we
evaluate the impact of different submask-generation strate-
gies on the performance of SeeABLE on the DFDC dataset.
Specifically, we consider: (1) the single global mask strat-
egy MConvexHull used in [45, 60], (2) the semantics-guided
strategy SMSLADD used in SLADD [5], a baseline mesh-
grid strategy SMMeshgrid and the 4× 4 patch-based strategy
SMGrid used with SeeABLE. The four strategies are illus-
trated in Table 7(a)-(d). As can be seen, the best perfor-
mance is obtained with SMgrid with 4 rows and 4 columns.
In SMGrid 4x4, 33 hard prototypes are used (C = 1 + 2 ×
4 × 4). We note that the similar results are obtained with
SMGrid 3x3 and SMGrid 5x5. In SeeABLE, a good submask-
generation strategy should have the following properties:

• A1 (full-coverage): the (sub)masks should cover the
whole face to avoid blind spots and loss of information.

• A2 (no-overlap): submasks should not overlap with
others, as this introduces to uncertainty with respect to the
prototype to be regressed to.

• A3 (balanced): submasks should have similar sizes.

A1 A2 A3 Avg.

(a) MConvexHull ✓ ✓ 58.5

(b) SMSLADD ✓ 68.3
(c) SMMeshgrid ✓ ✓ 63.8
(d) SMGrid 4x4 ✓ ✓ ✓ 75.9

(a) (b)

(c) (d)

Table 7: Performance of different submask schemes. Re-
sults are presented in terms of AUC scores (in %). The
considered submask schemes are shown on the right.

0.12 3.45 4.87 2.851.400.02

Figure 3: Visual examples of real (in green) and fake (in
red) faces with different anomaly scores.

As can be seen from Table 7, SMSLADD has overlap-
ping submasks (marked red) and does not cover the entire
face, whereas the mesh-grid strategy has submasks of un-
equal size. The grid strategy is the only one satisfying all
the above properties, which explains its advantage over the
competing submask-generation schemes.

5. Qualitative analysis
In Figure 3, we show a cross-section of visual exam-

ples of real and fake samples with different anomaly scores
to analyze the strengths and limitations of SeeABLE. As
can be seen, the model performs well overall and generates
expected anomaly scores. However, in a small number of
cases it also produces low scores for real images that come
with deepfake-like artifacts (first image) and large scores for
high-quality deepfakes, such as the one on the far right.

6. Conclusion
In this paper, we presented a powerful new deepfake de-

tector, called SeeABLE, that successfully formalizes deep-
fake detection as a one-class self-supervised anomaly de-
tection task. The key idea behind the model is to push
soft discrepancies synthesized from real faces towards pre-
defined evenly-distributed prototypes using novel learning
objectives. The results of our experiments in cross-dataset
and cross-manipulation scenarios point to superior gener-
alizability of SeeABLE over current SoTA methods. Fu-
ture work involves improving SeeABLE, e.g., by consider-
ing additional losses and pretext tasks.
Ethic Statement. We did not identify any potential negative
societal impacts of the proposed research. All face images
used in this paper were obtained from public datasets.
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