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Abstract

Neural Radiance Fields (NeRFs) have gained consider-
able attention for their high-quality results in 3D scene re-
construction and rendering. Recently, there have been ac-
tive studies on various tasks such as novel view synthesis
and scene editing. However, editing NeRFs is challenging
as accurately decomposing the desired area of 3D space
and ensuring the consistency of edited results from differ-
ent angles is difficult. In this paper, we propose ICE-NeRF,
an Interactive Color Editing framework that performs color
editing by taking a pre-trained NeRF and a rough user mask
as input. Our proposed method performs the entire color
editing process in only under a minute using a partial fine-
tuning approach. To perform effective color editing, we ad-
dress two issues: (1) the entanglement of the implicit repre-
sentation that causes unwanted color changes in undesired
areas when learning weights, and (2) the loss of multi-view
consistency when fine-tuning for a single or a few views.
To address these issues, we introduce two techniques: Acti-
vation Field-based Regularization (AFR) and Single-mask
Multi-view Rendering (SMR). The AFR performs weight
regularization during fine-tuning based on the assumption
that not all weights have an equal impact on the desired
area. The SMR maps the 2D mask to 3D space through
inverse projection and renders it from other views to gen-
erate multi-view masks. ICE-NeRF not only enables well-
decomposed, multi-view consistent color editing but also
significantly reduces processing time compared to existing
methods.

1. Introduction

Neural Radiance Fields (NeRF) [16] is a 3D reconstruc-
tion method that utilizes multiple 2D images taken from var-
ious angles to generate photorealistic reconstructions. Due
to its high-quality results, NeRF has gained considerable
attention in various fields [31, 1, 28, 15]. With the grow-
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Figure 1. Concept overview and color editing results: We compare
our method with the state-of-the-art NeRF color editing methods,
PaletteNeRF [14] and RecolorNeRF [10]. While PaletteNeRF and
RecolorNeRF effectively change the colors of the target object,
they also inadvertently cause unwanted color alterations in areas
that should remain unchanged.

ing interest in NeRFs, there is an increasing demand for
techniques that can modify the contents of the 3D scenes
learned by NeRFs [14, 10, 27, 29]. Similar to how images
and videos are edited to suit user preferences, NeRFs are
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also being developed to enable scene editing according to
user tastes. However, editing NeRFs is challenging because
it involves accurately decomposing the desired parts of the
3D space and ensuring that they are modified consistently
across various views.

Various methods have been proposed to support NeRF
appearance editing. One approach recovers physical scene
properties, such as albedo and specular roughness, to en-
able rendering under novel lighting conditions or material
property adjustments [4, 37]. Another approach learns la-
tent codes together with the NeRF reconstruction to control
its appearance, including changes in illumination or color
[22, 32]. Recently, the state-of-the-art NeRF recoloring
method, called PaletteNeRF [14] and RecolorNeRF [10],
were introduced. With a novel framework and regulariza-
tion techniques, both methods achieved high-quality, multi-
view consistent recolored results for general 3D scenes.
However, these methods are palette-based, meaning they
represent the scene by extracting a few basic colors and
combining them through weighted summation. A limitation
of these approaches is that they cannot selectively recolor a
specific object when multiple objects with similar colors are
present in the scene. In this case, the colors of undesired ob-
jects change simultaneously (please see Fig. 1).

In this paper, we propose ICE-NeRF, a method that al-
lows the user to interactively and intuitively edit NeRF
scenes. Our approach is simple and efficient: We use a
pre-trained model and take the user’s rough mask for a sin-
gle view as input. We then fine-tune some of the model’s
weights to achieve the desired color in the user mask region.
Since only some of the model’s weights are fine-tuned,
without requiring additional weights, the recolored model
is obtained in less than a minute. This makes our method
both time and memory efficient. Additionally, our method
is flexible and can be applied to various model structures.
This versatility makes our approach a practical solution for
NeRF recoloring across various model structures.

Our proposed method, while simple in concept, requires
careful consideration of a couple of issues to ensure its prac-
ticality. One issue is the entanglement of the implicit repre-
sentation, where the color of a particular part is embedded
across the entire weight of the model. A simple fine-tuning
approach without consideration of this will result in changes
in areas where color changes are not desired, leading to poor
decomposition performance. A second issue is that radiance
in most NeRFs depends on view direction, which can lead to
poor multi-view consistency when training with user masks
for a small number of views. Ignoring this issue will lead
to the sudden and unexpected changes in the color of the
target area when the viewpoint is altered during the process
of novel view synthesis.

To address these issues, we propose two novel tech-
niques: Activation Field-based Regularization (AFR) and

Single-mask Multi-view Rendering (SMR) techniques. To
address the entanglement issue caused by the implicit rep-
resentation’s nature, we propose the AFR. We assume that
specific weights in the model contain more color informa-
tion for particular regions of the scene. Based on this as-
sumption, we perform weight regularization, through which
the model can minimize learning weights that cause color
changes in undesired areas and focus on learning weights
that have a greater impact on color changes in the desired ar-
eas. The SMR technique performs an inverse projection of
the user’s 2D mask onto the object in 3D space and renders
it from multiple views, achieving a similar effect to having a
multi-view mask. As a result, our approach achieves well-
decomposed and multi-view consistent results, even when
the user provides only a rough mask for a single view or a
small number of views. Our contributions are as follows:

• We propose the ICE-NeRF framework, which allows
users to selectively recolor desired regions with inter-
active control while avoiding color changes in unde-
sired areas.

• Our approach is not only efficient as it only fine-tunes
some of the weights of a pre-trained model, but also
enjoys a high speed of only one minute to complete
the entire process.

• Through the proposed AFR and SMR techniques, our
method achieves strong decomposition performance
and ensures solid multi-view consistency.

2. Related Work
Neural radiance field (NeRF). NeRF [16] is one of the

representations of 3D spaces, similar to triangle meshes
and polygons. It learns to output the density and view-
dependent radiance of a point in 3D space, given its co-
ordinates (x, y, z) and viewing direction (θ, φ) as inputs to
MLP. Since the introduction of NeRF, its simplicity and
high-quality 3D reconstruction performance have led to var-
ious related studies [15, 35, 23, 2, 4]. However, the vanilla-
NeRF model suffers from long training and rendering times.
Recent research has therefore focused on hybrid structures,
where deep Multilayer Perceptrons (MLPs) are combined
with explicit structures like hash tables [18] or voxel grids
[7, 34], and used alongside more lightweight MLPs [21].
Although employing neural network-based representations
enables photorealistic reconstruction, modifying these rep-
resentations to achieve desired editing results in 3D space
is not intuitive since it is unclear which weights need to be
modified. The difficulty in modifying the represented 3D
space, as opposed to using traditional graphics pipelines,
limits the usability of NeRF.

Editing NeRFs. Editing NeRF is challenging due to
their implicit scene representations, which make the accu-
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Figure 2. Overview of our framework: We utilize a pre-trained NeRF and a user-specified mask for the region to be recolored or frozen,
training specific weights of the model. To enhance decomposition and ensure view-consistency performance across multiple views using a
mask for just one view, we introduce two novel techniques: the Activation Field-based Regularization (AFR) and Single-mask Multi-view
Rendering (SMR).

rate decomposition of desired parts of the 3D space and
ensuring consistency across various views more difficult.
Therefore, some attempts have been made to modify scenes
by transferring the style of reference images to the NeRF
scene without limiting it to specific parts of the scene [36].
Recent studies have proposed using the vision-language
model CLIP to input text prompts or example images to
modify the scene accordingly [29]. Instruct-NeRF2NeRF
[11] also modifies the pre-trained NeRF according to the
description by using the diffusion-based text-to-image gen-
eration model, InstructPix2Pix [5]. Other approaches have
proposed modeling meshes that include cages or objects in
the scene to modify the scene’s geometry [20, 12].

The state-of-the-art color editing methods that share
similar goals with our proposed method are PaletteNeRF
[14, 30] and RecolorNeRF [10], which aim to achieve pho-
torealistic and view-consistent results through palette-based
editing applied to NeRF. The palette-based editing approach
represents the scene by extracting a few basis colors and us-
ing their weighted summation [6, 9, 24]. While this ap-
proach has the benefit of being able to perform recolor-
ing with simple color selection, it also has difficulty accu-
rately decomposing multiple objects with similar colors in
the scene, which is a significant limitation. Additionally,
PaletteNeRF is limited to applying recoloring to models
with specific structures, and it requires a substantial train-
ing time of between 1 and 2 hours on an RTX 3090 GPU. In
contrast, our proposed method can accomplish recoloring
focused on desired parts in various NeRF structures within
a much shorter time of about one minute.

3. Preliminaries
Volumetric rendering. Our method is developed to be

applicable to most NeRF-based models that perform volu-
metric rendering. Typically, NeRFs learn the volume den-
sity and directional radiance at any point in a specific scene
through multi-view images. Here, the volume density σ(x)
takes the coordinate x = (x, y, z) in space as input, which
represents the probability of a specific ray being terminated
at position x, i.e., the probability of an opaque surface ex-
isting. Directional radiance c(x,d) takes the coordinate x
and the direction d = (θ, φ) in which the point is observed
as input, which represents the color when location x is ob-
served in direction d.

When NeRF performs rendering, a pixel is computed
through a process called volumetric rendering, which uses
the volume density and directional radiance of points on
a single ray in 3D space. Here, the ray r = (o,d) is
defined as a ray shot from origin o in the direction of d.
The points x1...N on this ray are defined by depth t1...N as
xi = o + tid. The color of this ray is computed according
to the following equation:

C(r(t)) =

N∑
i=1

ωi · c(xi,d),

ωi = exp

(
−

i−1∑
j=1

δjσ(xj)

)(
1− exp

(
− δiσ(xi)

))
,

(1)

where δi = ti+1 − ti represents the distance between ad-
jacent samples. The above equation represents the process
where the color of a single ray is determined by a weighted
sum of the points xi on this ray and their rendering weights
ωi.
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4. Proposed Method

In this section, we outline the overall procedure of the
proposed method (Sec. 4.1) and provide a detailed expla-
nation of two techniques that address the challenges of the
straightforward approach (Sec. 4.2 and 4.3). Finally, we
demonstrate how the explained elements are applied during
the optimization process (Sec. 4.4).

4.1. Overall Procedure for NeRF Recoloring

Fig. 2 provides an overview of our framework. We per-
form scene recoloring by training specific weights of a pre-
trained NeRF model. To facilitate the user’s masking task,
we use the model to render a frame from an arbitrary view.
On the rendered frame, the user draws a mask that indicates
the areas where they want to change the color (MC, mask
for changing) and the areas they want to keep the same (MF,
mask for frozen), and selects the target color. Note that even
with masking for only one frame, high-quality recoloring
results can be obtained, although increasing the number of
frames for masking according to the user’s preference can
lead to better results.

Afterwards, optimization is performed to obtain the re-
colored model. During the optimization process, we freeze
most of the weights of the pre-trained model and selectively
train some of the last three layers of the MLP responsible
for color computation. The selection of layers to be trained
is determined empirically according to the model’s struc-
ture. For a specific structure, we found that training certain
layers consistently produces the best results regardless of
the learned scene.

However, this black-box weight optimization strategy
may lead to undesired changes in the scene. These can
include poor decomposition or challenges in maintaining
color consistency in the target region when the camera pose
changes. This is due to the implicit representation of the
scene being entangled in the neural network’s weights. In
this regard, we propose two methods to address these de-
composition and view-consistency issues without introduc-
ing additional modules or data while maintaining the simple
optimization scheme. Details on these two methods will be
discussed in the following sections.

4.2. Activation Field-based Regularization (AFR)

In the learning process for recoloring of a specific area
in the scene, we focused on the fact that not all weights
have equal importance. Due to the nature of the implicit
representation, color information for a specific area in the
scene is entangled across all weights of the neural network.
However, we assume that certain subsets of weights may
contain more concentrated color information for specific ar-
eas. Drawing inspiration from GAN Dissection [3], which
analyzes the semantics embedded in GANs, we examined
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Figure 3. Illustration of AFR: We use the same procedure as
volume rendering on the activation field to generate a volume-
rendered activations A, and compute the matrix R for AFR us-
ing Eq. 3 and Eq. 5. The symbol ~ represents Avg(Mask(·)),
and G(·) represents Normalize(Rank(·)) function, which has an
option of ascend or descend. Please see Sec. 4.2 for more details.

which neurons in NeRF’s MLP contain color information
for specific areas.

To this end, we propose the concept of Activation Fields
in this section. It is important to note that activation field
is not a separate module but an expanded interpretation of
information generated during the rendering process of the
radiance field. Just as the radiance field contains color in-
formation at each position in 3D space, the activation field
contains activation information of the model at each posi-
tion in 3D space. Specifically, while the radiance field out-
puts color and density for a 5D input (x, y, z, θ, φ), the acti-
vation field outputs activations generated by a specific layer
of the network during the computation of color and density
for the same 5D input. This also can be rendered through
the volume rendering shown in Eq. 1:

Al(r(t)) =

N∑
i=1

ωi · al(xi,d), (2)

where ωi is the rendering weight for points on the ray r used
in Eq. 1, and al denotes the activation in layer l. This equa-
tion can be interpreted as a weighted sum of model activa-
tions using the same rendering weights ωi as when comput-
ing the color of a ray in the radiance field rendering process.
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To obtain the activations for each region, we use the
mean activation by applying a mask to the rendered acti-
vation map A (where l is omitted for simplicity) for the
regions that need to be changed and the regions that need to
be preserved:

āC = Avg(Mask(MC,A)),

āF = Avg(Mask(MF ,A)),
(3)

where Avg(·) and Mask(·) represent a averaging function
and a masking function, respectively. We use these mean
activations for each region to perform weight regularization
during the model training process for recoloring.

To incorporate activation information from both the in-
put/output sides of a specific layer into weight regulariza-
tion, we obtain both āC and āF using Eq. 3 at both the
input/output sides of the layer (i.e., āCIN , āCOUT , āFIN , and
āFOUT ). Fig. 3 demonstrates how the activations obtained
from the input/output sides are used. The intuition behind
the weight regularization is as follows: for instance, weights
connected to the input side with low activation in region C,
āCIN , will have less influence on the final color of region
MC. Therefore, we give a large penalty to the weights when
their values change during the model training process. Sim-
ilarly, weights connected to elements with high values in
āFOUT have a high influence on the color of the MF region,
so we regularize them during training to prevent significant
changes in their values. We perform weight regularization
as follows:

LAFR = |Wl −W∗
l | �R, (4)

where Wl and W∗
l represent the matrices of original and

updated weights of layer l in the model, respectively, while
R denotes the penalty matrix applied to the change in
each weight, and � represents the Hadamard product. The
penalty matrix R is calculated as follows:

Rij = Normalize(Rank(āCIN , descend))j +

Normalize(Rank(āCOUT , descend))i +

Normalize(Rank(āFIN , ascend))j +

Normalize(Rank(āFOUT , ascend))i,

(5)

where Normalize(·) performs vector normalization, making
the sum of the vector equal to 1. Rank(·) returns a vector
of the same size as the input, providing the ranking of each
element based on its position when the values are sorted
either in ascending or descending order.

To aid understanding, we provide an example for the
first line of Eq. 5. Assume the input āCIN (average acti-
vation of the object region) is [3, 1, 4, 2], the second el-
ement has little color influence on the object, hence the
weights connected to that element (the second column of
W) should be heavily regularized to stay close to the orig-
inal weights, whereas the third element should be treated
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Figure 4. Illustration of SMR: We generate multi-view masks us-
ing a single binary mask and depth information obtained from pre-
trained NeRF. During multi-view mask rendering, a rendered mask
is generated for each view with visibility considerations.

oppositely. Thus, Rank(āCIN , desc.)→ [1, 3, 0, 2], Normal-
ize([1, 3, 0, 2])→[0.17, 0.5, 0, 0.33]. The j-th value of this
result is used for the regularization of the j-th column of
W. If the input is āCOUT , the i-th value of the result is used
for the i-th row. When the input is the background region’s
activation, āF{IN,OUT} , Rank(·) uses ascend as larger activa-
tions require heavier regularization of weights W to restrict
changes in background region.

4.3. Single-mask Multi-view Rendering (SMR)

Generally, the output of NeRF is conditioned on the
view direction, so training using only a given user mask
from a single view can lead to poor view-consistency. To
address this, we adopt the Depth-Image-Based Rendering
(DIBR) approach [8], which reprojects 2D contents into 3D
space using a depth map, to conduct multi-view training.
By employing this approach, we can guarantee the view-
consistency of the edited model, even when there is only
one or a small number of user masks, by rendering masks
in novel views. Specifically, we extract the pixel-wise depth
for the view where masking has been performed using the
following equation:

D(r(t)) =

N∑
i=1

ωi · ti, (6)

where ωi and ti represent the rendering weight and the dis-
tance from the origin o of the ray r to the i-th point xi on
the ray, respectively, as defined in Eq. 1.

We use the extracted depth map to project the user’s
mask into 3D space, constructing a point cloud. As this
point cloud consists of coordinates within the 3D scene, it
can be rendered from different viewpoints. However, sim-
ple rendering of the point cloud does not reflect occlusion
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caused by objects in the scene for the masked region as the
view changes. To address this, we reflect the reachability
by comparing the pixel-wise depth of each point in the point
cloud when viewed from the changed view to the pixel-wise
depth at that location during the rendering process for the
changed view.

4.4. Optimization Strategy

Recoloring loss is a loss function used to make the color
of MC match the user-selected target color. It is calculated
using the following equation:

LR = ‖Mask(MC, I)−CTarget‖2, (7)

where I is the image rendered by the network being trained,
and CTarget is the user-selected target color.
Intensity preserving loss is a loss function used to prevent
a decrease in photorealism of the scene when only the re-
color loss is used. It helps to maintain the intensity of each
pixel in MC of the original scene even after recoloring:

LI = ‖Int(Mask(MC, I))− Int(Mask(MC, I∗))‖2, (8)

where Int(·) is a function that converts RGB to intensity,
and I∗ is the image rendered by the original model.
Freezing loss is a loss function used to ensure that the color
of the scene in MF provided by the user remains the same
as the original scene:

LF = ‖Mask(MF, I)−Mask(MF, I∗)‖2. (9)

Total loss. The training is performed using the above
three losses and the Activation Field-based Regularization
method. If the user provides only a mask for a single view,
the Single-mask Multi-view Rendering technique is applied
to perform the training in multi-view:

LTotal = LR + LI + LF + LAFR. (10)

5. Experimental Results
5.1. Implementation Details

To demonstrate the applicability of ICE-NeRF, we ap-
plied our method to three different NeRF models: the orig-
inal NeRF [16], Instant-NGP [18], and TensoRF [7]. We
used the code and pre-trained weights from the nerf-pytorch
Github repository [33] to apply ICE-NeRF to the origi-
nal NeRF [16]. For InstantNGP [18] and TensoRF [7],
we utilized the code from the torch-ngp Github repository
[25, 26]. Each model contains a 3-layer MLP for color com-
putation, with layer selections for learning in each model
determined empirically: the penultimate layer for the origi-
nal NeRF, and the second and third layers from the last for
Instant-NGP and TensoRF.
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Decomposed Color Palette of RecolorNeRF

Figure 5. Qualitative comparison with PosterNeRF [27] and Re-
colorNeRF [10]. Our results include the Lego scene, which ap-
plied our method to the original NeRF, and the Drums scene,
which applied our method to Instant-NGP. The two masks below
our results are the recolor mask and the frozen mask, from left
to right. PosterNeRF could not perform the desired level of color
editing on objects with only one color editing.

The code used for training and testing was implemented
using Pytorch [19] on a single NVIDIA Geforce RTX 3090.
Training was conducted for pre-trained models in under 100
iterations with a mini-batch size of 1024. We used Adam
[13] optimizer with a learning rate of 0.01. The training
time was less than one minute. To apply SMR, we gener-
ated a multi-view mask by using a single mask and render-
ing it from fewer than five additional views. We then trained
the model for the same number of iterations as we did with
the single mask. The training process involves N iterations
of simultaneous learning for recoloring target regions and
preserving non-target regions, followed by M iterations of
learning solely for preserving non-target regions. Empir-
ically, a balanced outcome was observed with N and M
values set to 10 and 90, respectively.

Datasets. We conduct experiments on scenes sourced
from three different datasets: the NeRF Blender dataset
[16], which includes Lego, Drums, Hotdog, Chair, and
Ship; the forward-facing LLFF dataset [17], containing
Horns, Flower, and Fortress; and the Mip-NeRF360 dataset
[2], featuring Kitchen and Bonsai.

5.2. Comparisons

Qualitative comparison. Figure 5 illustrates the color
editing results for the Lego and Drums scenes in the NeRF
Blender dataset. We applied our proposed method to both
the original NeRF and the Instant-NGP. In the Lego scene,
we observed that the other two existing methods showed
poor decomposition performance. For RecolorNeRF, the
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Figure 7. Qualitative comparison for a fair evaluation, apply-
ing mask-based blending and mask-guide to enable PaletteNeRF
(PNF) to utilize masks.

palette editing for the light-yellow basis did not result in
any noticeable change in the scene’s color (refer to Re-
colorNeRF’s decomposed basis for the Lego scene in Fig.
5). For the Drums scene, our proposed method applied to
the Instant-NGP model showed better decomposition per-
formance than the other two existing methods (refer to the
color of the cymbal part).

Figure 6 shows a comparison of our method with state-
of-the-art NeRF color editing methods, PaletteNeRF and
RecolorNeRF, on the LLFF dataset. The Horns scene is
one of the most challenging scenes for recoloring since it
has multiple objects with similar colors and identical se-
mantic objects (dinosaur skull bones). In the case of Recol-
orNeRF and PaletteNeRF (without semantic guidance) ap-
plied to the Horns scene, both methods were able to change
the color of the bones well. However, the color of the floor
also changed significantly. When PaletteNeRF was applied
with semantic guidance, the color change was relatively fo-
cused on the bone parts. However, the color of small bones
with the same semantics also changed, as shown in the blue
box. For Flower and Fortress scenes, both methods per-
formed well in color editing because there was a large color
difference between the objects and backgrounds. However,
in the case of RecolorNeRF, a single palette editing was not
enough to achieve the desired level of color change.

Since existing methods do not utilize masks, we have im-
plemented two simple approaches to enable PaletteNeRF to

Figure 8. Example of annotated object mask. We measure the de-
composition performance by computing the Mean Squared Error
(MSE) of the area outside the object mask.

Method Horns Fortress Flower Average
RecolorNeRF 0.1867 0.0013 0.0003 0.0627
PaletteNeRF 0.0818 0.0013 0.0003 0.0277

Ours 0.0213 0.0010 0.0003 0.0075

Table 1. Quantitative comparison between our method, Recol-
orNeRF, and PaletteNeRF. The numbers in each cell indicate the
Mean Squared Error (MSE) used to measure the color change of
the background area in annotated object masks after applying color
editing.

use masks. This allows for a fairer comparison with our re-
sults, as illustrated in Fig. 7. The two methods are: 1) mask-
based blending; and 2) switching from a semantic-guide to
a mask-guide. PaletteNeRF’s semantic-guide uses semantic
segmentation to recolor surfaces that have the same seman-
tic features as a specific point. We modify this by using
masks to assign average semantics within a distinct area.
Our results confirm that ICE-NeRF exhibits superior de-
composition performance, delivering higher-quality results
compared to other baselines.

Quantitative comparison. Table 1 presents the quan-
titative results obtained from the evaluation of the pro-
posed method, RecolorNeRF, and PaletteNeRF on Horns,
Fortress, and Flower scenes. To assess decomposition per-
formance, we annotated segmentation masks (Fig. 8) for
the centered object in each scene’s testset and computed the
Mean Squared Error (MSE) of the background region. In
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Figure 9. Effect of AFR.
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Figure 10. Effect of intensity loss and mask sparsity.

consideration of color selection variation, we repeated each
experiment ten times with different settings and reported
the average results. The obtained results indicate that ICE-
NeRF significantly outperforms the two baseline methods
in terms of decomposition performance.

Time comparison for a given pre-trained NeRF, up until
saving the first frame, is as follows: Our method takes 25
sec, RecolorNeRF takes 160 sec, and PaletteNeRF takes 49
min.

5.3. Ablation Study

Effect of AFR. Figure 9 shows the results of an ablation
study on AFR. As shown in the figure, when the user’s input
mask is too rough, unwanted color changes may occur in
areas with similar colors to the target area. In this case, the
proposed AFR successfully suppresses color changes in this
region.

Effect of intensity loss and mask sparsity. The bottom
left image in Fig. 10 shows the result when intensity loss is
not applied. As shown in the figure, the intensity of the ref-
erence scene is not properly maintained. The four images
on the right each show the results of recoloring while erod-
ing the mask. The figure shows that recoloring can be per-
formed effectively even when the mask is extremely sparse.

Frozen Mask Mask #1 Mask #2 Mask #3

Multi-Color Editing Results

Figure 11. Multi-color editing results with user masks.

5.4. Analysis

Analysis of AFR’s impact on activations ā{C, F}OUT .
We analyze the influence of AFR on the cosine similar-
ity between average activations before and after recoloring
within each MC/MF region. By using random target col-
ors for scenes shown in Fig. 6, we present the average re-
sults from 100 trials each. Without AFR, the similarities
for MC and MF are 0.4704 and 0.7207, respectively; with
AFR, these values become 0.4699 and 0.7363. Consistent
with our expectations, AFR decreases the changes in activa-
tion in MF, while causing MC’s activations to diverge more
from the original.

Analysis of AFR’s Impact on Weights W. We explore
the variation in each Wij value post-recoloring, related to
the corresponding Rij value (utilizing the same setting as
previously mentioned). The average change in Wij is di-
vided into quartiles, beginning with the top 25% of cases
with the largest Rij values, yielding the following results:
0.0192, 0.0194, 0.0207, and 0.0249. These findings corrob-
orate that a greater Rij value leads to more modest changes
in Wij .

5.5. Other Results

Multi-color editing. The proposed method offers a no-
table benefit by enabling the recoloring of individual scene
components with distinct colors. As illustrated in Fig. 11,
our approach facilitates color editing for objects that have
similar colors and semantics.

Various user masks. We performed color editing for
various types of user masks to verify how much our color
editing method is influenced by them. Fig. 12 demonstrates
that ICE-NeRF performs well in color editing with various
types of user masks, including dots, lines, curves, scribbles,
and areas.

Results with TensoRF. Figure 13 shows the color edit-
ing results obtained by applying our method to a pre-trained
TensoRF [7]. The figure shows that ICE-NeRF, a general
solution applicable to various NeRF variants, yields high-
quality results with TensoRF as well, which is based on a
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Figure 13. Results of applying our method to the pre-trained Ten-
soRF on the NeRF Blender dataset.

decomposed voxel representation.
Results on Mip-NeRF360. Figure 14 shows the color

editing results obtained by applying our method to a pre-
trained Instant-NGP on Mip-NeRF360 dataset. Unlike the
results on synthetic (Blender) and forward-facing (LLFF)
scenes, we observed that 360◦ scenes, could generate arti-
facts in some areas (please see Sec. 6).

6. Limitations
We applied our proposed method to three different mod-

els and confirmed that it can perform high-quality recol-
oring for synthetic, forward-facing scenes. However, as
shown in Fig. 14, we observed unwanted color changes in

Reference Purple Bicycle Masks
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n

Reference Pink Lego Masks

Figure 14. Results of applying our method to the pre-trained In-
stantNGP on the Mip-NeRF360 dataset.

some areas of the 360◦ scenes. We speculate that this phe-
nomenon occurs because, in the case of 360◦ scenes, the
model requires learning over a broader and more complex
3D space.

Due to the nature of the user-specified mask, our method
may not be practical for scenes with complex objects span-
ning the entire scene, such as scenes with complex entan-
gled branches. In such cases, to further increase user con-
venience, conventional segmentation algorithms or off-the-
shelf segmentation models can be used in combination with
our method to enhance its usability.

7. Conclusion

We have presented ICE-NeRF, a method that allows
users to interactively and intuitively edit NeRF scenes. Our
approach efficiently performs color editing through simple
fine-tuning, while also addressing two issues that can arise
in weight optimization-based NeRF color editing methods.
To address these issues, we introduced the AFR and SMR
techniques. Our experimental results demonstrate that ICE-
NeRF outperforms existing NeRF color editing methods in
terms of both decomposition performance and time effi-
ciency. In future work, we aim to explore scene geometry
editing through weight optimization and extend our method
to accommodate dynamic NeRFs.
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