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Abstract

Token-based masked generative models are gaining pop-
ularity for their fast inference time with parallel decoding.
While recent token-based approaches achieve competitive
performance to diffusion-based models, their generation
performance is still suboptimal as they sample multiple to-
kens simultaneously without considering the dependence
among them. We empirically investigate this problem and
propose a learnable sampling model, Text-Conditioned To-
ken Selection (TCTS), to select optimal tokens via localized
supervision with text information. TCTS improves not only
the image quality but also the semantic alignment of the
generated images with the given texts. To further improve
the image quality, we introduce a cohesive sampling strategy,
Frequency Adaptive Sampling (FAS), to each group of tokens
divided according to the self-attention maps. We validate the
efficacy of TCTS combined with FAS with various generative
tasks, demonstrating that it significantly outperforms the
baselines in image-text alignment and image quality. Our
text-conditioned sampling framework further reduces the
original inference time by more than 50% without modifying
the original generative model.

1. Introduction
In the flood of generative AI systems for vision do-

mains, text-conditional image generation [26, 33, 42] is
coming to the fore in recent years. Although many re-
cent works have achieved success in synthesizing high-
quality images [19, 34] with plausible class-alignment in
class-conditional cases [4, 8], text-to-image (T2I) genera-
tion is more challenging since generating visual outputs

*Equal contribution.

that are semantically aligned with input texts is a nontrivial
problem. We can roughly categorize the works on text-
to-image generation into transformer-based autoregressive
(AR) [12, 30, 33] and diffusion-based [18, 29] approaches.
Along with the advancement of language models, AR models
using transformers have shown impressive performance in
text-to-image generation. Despite their success, they suffer
from the problem of unidirectional bias, which is undesirable
for image generation, and crucially, the sampling process
requires over 10 times as much time compared to existing
models. Another line of work is diffusion-based methods
that aim to generate images by iteratively denoising noisy
samples. In particular, several continuous diffusion models
[10, 32] have achieved outstanding performance and reduced
computational cost. Yet, they require excessive sampling
steps to obtain high-quality images during the inference.

Recently, a new family of generative models, called token-
based diffusion model [6, 23, 41], has emerged as an alter-
native to tackle the problem of text-to-image generation.
Token-based diffusion models quantize the latent features
into tokens and apply categorical corruption process in dis-
crete state spaces [1], while conventional diffusion models
use Gaussian noise in continuous space. Among various
discrete diffusion methods, mask-based diffusion, similar
to the absorbing state diffusion used in [1], is mostly used.
Compared to existing AR models, this token-based approach
is advantageous for speeding up the generation process via
simultaneously sampling multiple tokens. Despite the lim-
itation on the reconstruction capacity, these token-based
diffusion models significantly outperform the competitors in
terms of FID scores, even with fewer sampling steps com-
pared to the continuous diffusion models [5, 37].

However, sampling multiple tokens at once often leads
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The train is 
rounding the bend 

of a track on the 
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A single seagull
standing on the 

coast with waves in 
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Figure 1: Generated samples on MS-COCO dataset and evaluation graph of various sampling methods showing their trade-off.
Uniform sampling is a fixed strategy with notably poor text alignment compared to other methods (FID-40K: 15.61, MID-L: 21.23). Random
revoke sampling is a revocable strategy with improved text alignment (FID-40K: 16.81, MID-L: 26.98). Ours is TCTS combined with FAS,
where both the image quality and the text alignment are significantly better compared to those of baselines (FID-40K: 13.6, MID-L: 29.5).
Metrics are measured on all 40K images with their corresponding single caption. The classifier-free guidance scale was fixed at 5 for all
sampling methods.

to inconsistency throughout a generated image [37]. For
each location, the generator outputs a probability distribu-
tion that are coherent with each other. However, there is no
guarantee that every single token sampled from the distribu-
tions will perfectly align with one another. In other words,
it is still possible for the generator to sample incompatible
tokens regardless of the generator’s capability, leading to
potentially nonsensical outputs [24, 37]. This results in a
trade-off between the sampling steps and generation quality.
Reducing the sampling steps leads to faster generation but
results in performance degradation due to a large number of
simultaneously sampled tokens. Especially, this problem fur-
ther stands out in the text-to-image generation tasks since the
distribution of text-aligned images is more restricted than the
distribution of unconditioned or class-conditioned images.

To address these limitations, we propose a novel sampling
approach that refines the images during the diffusion process
based on the text condition, which we refer to as the Text
Conditioned Token Selection (TCTS). TCTS is a sampling
strategy that can mask out and resample previously sampled
tokens, which we refer to as revocable. To find the tokens
that do not align with the given text condition, we propose
to train a model that selects tokens to be masked out and
re-generated, to be well-aligned with the given text. Com-
bining this approach with the revocable sampling scheme,
TCTS can generate high-quality images with improved text-
alignment in even fewer sampling steps compared to the
naive generative model, as shown in Figure 1. We further
introduce Frequency Adaptive Sampling (FAS) to solve the
over-simplification problem that occurs when applying revo-
cable methods for relatively longer steps. FAS leverages the
self-attention map of the images and applies a mixed sam-
pling method, which we call persistent sampling to prevent
the issue. We summarize our contributions as follows:

• We experimentally show that the revocable sampling
strategies are crucial for the trade-off between the text-
alignment and the image quality and provide in-depth
analysis compared to previous fixed sampling methods.

• We propose a novel revocable sampling method based
on a learnable token selection model that significantly
improves the text alignment as well as the image quality
even with fewer sampling steps, without the need of
retraining the generator model.

• Moreover, we propose a novel sampling method based
on the self-attention map that can be combined with
TCTS to solve the over-simplification problem.

2. Related work
Various works have tackled text-to-image generation

tasks, and the majority of them are based on Generative
Adversarial Networks (GANs) [38, 40, 44, 45, 46, 47, 48].
However, computing directly from the pixel space of an im-
age is challenging, and generating high-resolution images
requires substantial computation due to the large number of
pixels involved. Therefore, a two-stage approach is often
used: models first tokenize the images into a sequence of
codes, and then predict the tokenized codes.

Autoregressive models Following the success of Trans-
former [39] and GPT [28], Autoregressive (AR) mod-
els [9, 30, 31, 42] proposed to tokenize images and pose the
text-to-image generation problem as a problem of translating
textual descriptions into image tokens, much like machine
translation of one language into a different language. With
the advancement of image tokenization and language models,
this approach has achieved very high performance. However,
even with the help of this tokenizing stage , there remains
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a large number of tokens to predict, resulting in a signifi-
cant delay in the generation time due to their autoregressive
nature. Additionally, errors are accumulated through the
irrevocable process, with undesirable unidirectional bias.

Latent diffusion models Recently, diffusion models [18,
36] introduced a new paradigm for text-to-image genera-
tion [33]. They generate high-quality images by progres-
sively denoising noise, but require iterative steps and a large
amount of computation. Two-stage approaches [10, 32] pro-
pose to perform diffusion in latent space successfully reduc-
ing computation while maintaining performance. However,
most of them still require about 50 inference steps to show
plausible performance, and since denoising is applied glob-
ally to the entire image during the inference process, locally
correcting the image requires complicated processes [32].

Token-based diffusion models Token-based diffusion
models [5, 11, 13, 23, 43] have impressive performance
in generating complex scenes from the text. Unlike conven-
tional diffusion models, where the Gaussian noise is applied
in a continuous space, token-based diffusion models quantize
latent features into tokens and apply a categorical corrup-
tion process in a discrete state space [1]. Among various
discrete diffusion methods, mask-based diffusion is most
commonly used due to its attractive properties; they have
the advantage of sampling multiple tokens simultaneously,
resulting in fewer sampling steps and faster generation time
than the latent diffusion model. However, selecting multiple
tokens at once leads to inconsistency throughout the image
which is often called a joint distribution issue. Moreover,
tokens are heavily influenced by the spatially adjacent tokens
that have already been modified so that a misaligned token
could disperse the errors throughout the image. To tackle
this issue, some works [6, 23] modified the sampling strategy
while other works [24] introduced new models to find the
misaligned tokens.

In particular, Lezama et al. [24] proposed a learnable
model that removes the misaligned tokens at each step.
While most existing works randomly select the tokens to
discard, this work examines all sampled tokens. It outputs
the score of each location where the score indicates whether
the corresponding token is under the real distribution. After
the predicting and sampling process of the generator, the
model selects the locations according to the scores of the
corresponding tokens.

3. Text-conditioned token selection
The diffusion process of the masked image generative

models starts with a completely masked image, and samples
the tokens of xt for the whole image to predict x̂0 while
re-masking a portion of them to obtain the denoised sample
xt−1. Existing masked image generative models use uni-
form or confidence-based sampling strategy to determine

Step = 4 / 16 Step = 6 / 16 Step = 8 / 16 Step = 16 / 16

Revocable

Fixed

……

…

Figure 2: Reconstructed images using x̂
(t)
0 each step during

diffusion using the fixed and revocable method. Only the revoca-
ble method is able to edit the tokens to generate a plane according
to the text "A view of the end of an airplane in the sky over moun-
tains.".

the locations to re-mask: Uniform sampling [13, 23] ran-
domly selects the locations of the tokens to keep among
the predicted tokens at all locations, while confidence-based
strategy, such as purity sampling [37], selects the locations
based on the confidence score which is defined as follows:

CS(i, t) = max
j=1,··· ,K

p(xi
0 = j|xi

t), (1)

where t is the step number, K is the size of the codebook, and
i is the location of the token. Intuitively, a high confidence
score means the generator is relatively certain that a token
should be sampled at the corresponding location. By keeping
these confident tokens while discarding the ambiguous ones,
purity sampling shows good performance in practice [5].

However, these strategies are non-revocable, i.e., fixed,
which means tokens that are once sampled cannot be revised
afterward, even if they do not match the given text or do not
align with other tokens. Once the misaligned tokens are fixed
during the process, errors accumulate and spread throughout
the image. We observe that fixed strategies negatively affect
the text alignment as visualized in Figure 1.

3.1. Random revoke sampling strategy

In order to address this issue, we first introduce a new
sampling strategy called random revoke sampling and use it
as a baseline for our final method. It is similar to uniform
sampling in a way that they both determine the locations by
sampling from a uniform distribution. However, while uni-
form sampling is a fixed strategy, random revoke sampling
selects the locations from the whole image space regardless
of the previously fixed locations, making the process revo-
cable. It randomly selects a certain number of tokens to
preserve for the next step and revokes the previously fixed
ones. The revocable feature can better align the images to
the given text information, especially in complex scenes.
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Step = 25 / 100 Step = 30 / 100 Step = 35 / 100 Step = 100 / 100

Revocable
+ FAS  

…

…

Revocable

Figure 3: Reconstructed images using x̂
(t)
0 each step during

diffusion using the revocable method with and without FAS.
The backgrounds of the images in the top row are over-simplified
while our proposed FAS prevents this, as shown in the bottom row.
The text is "This small bird is greyish in color with flecks of yellow
on the back and breast, and a bit of white on the belly.".

To be specific, as shown in the top row of Figure 2, fixed
strategies have limitations in recovering from errors or gen-
erating diverse images due to their inability to regenerate
incorrect tokens or modify missing essential objects or at-
tributes. In contrast, revocable strategies enhance the text
alignment by providing an opportunity to correct invalidly
generated tokens, as shown in the bottom row of Figure 2.
Since revocable strategies have no constraints on which to-
kens to remove or fix, they have the advantage of mitigating
error accumulation.

However, random revoke sampling suffers from two main
issues that must be addressed. The first issue is the instabil-
ity resulting from randomly discarding previously sampled
tokens which worked as a given condition of the step. It can
lower the quality of the outputs as in Figure 1.

The second issue, namely the over-simplification, arises
when it is used in the generation process involving longer
steps. The low-frequency parts of the output images, such as
backgrounds, tend to be over-simplified compared to fixed
methods, which generate more realistic backgrounds. The
over-simplified samples can be seen in Figure 3, and it has a
significant impact on the FID metric as in Table 1 and 2. We
observe that this is due to excessive repetition of resampling
over a large number of steps, while a fixed schedule does
not resample any tokens. More opportunities for resampling
make the tokens converge towards safer and simpler patterns.
As shown in the top row of Figure 3, the high-frequency areas
with rich visual details do not become over-simplified even
after multiple resampling processes, but the low-frequency
areas become less diverse and more simplified in patterns
quickly due to excessive resampling.

To confirm this trade-off between text alignment and im-
age quality, we define a persistent sampling as an interpola-
tion between uniform sampling and random revoke sampling.
In details, a persistent weight boosts the probability of keep-

Algorithm 1 Persistent Sampling
Input: kt: number of tokens sampled at step t, w: persistent
weight, N : number of all tokens

1: xT ← [[MASK]]N
2: for t = T, T − 1, ..., 1 do
3: x̂0 = Gθ(xt, c)
4: At = {i|xi

t =[MASK]}
5: m = kT + kT−1 + ...+ kt
6: Ut(I = i|i ∈ At) : Ut(I = i|i ∈ AC

t ) = 1 : w
7: → uniform distribution + persistent weight
8: i1, i2, ..., im ∼ U(I)← sample without replacement
9: xt ← [[MASK]]N

10: for i = i1, i2, ..., im do
11: xi

t ← x̂i
0

12: end for
13: end for
14: Return: Generated image x0

ing the tokens that were sampled in the previous step. While
random revoke sampling assigns the same probability to
all the locations, persistent sampling multiplies the persis-
tent weight to the probability of previously kept locations.
Further details are shown in Algorithm 1. If the persistent
weight w is 1, all the tokens would have the same proba-
bility to be fixed, such as random revoke sampling. If w is
sufficiently large, the previously sampled tokens would be
kept until the end, such as uniform sampling. In the graph in
Figure 1, a trade-off can be seen that as the sampling strategy
gets closer to the random revoke sampling, text alignment
gets better, while the image quality gets worse. We further
analyze the effect of these sampling methods in Section 4.5.

3.2. Text-conditioned token selection

We propose a learnable model called Text-Conditioned
Token Selection (TCTS). TCTS is trained to output a score
map to detect tokens that are not under the real distribution
for the given text condition, and selects the tokens that are
not aligned with the text or other tokens in the image. By
masking the selected tokens at each step, the diffusion net-
work receives high-quality text-aligned tokens as the input to
sample the next set of tokens which alleviates the error accu-
mulation and joint distribution issue of the previous sampling
strategies. Moreover, since TCTS is trained to discriminate
the well-aligned tokens, it detours the instability problem as
mentioned earlier, unlike other revocable methods. From the
experimental results in Section 4, we observe that TCTS en-
hances the text alignment without compromising the image
quality.

Frequency adaptive sampling (FAS) The simplest way to
solve the over-simplification problem in longer steps is to use
the persistent sampling to alleviate the excessive resampling
of tokens. However, as previously mentioned, this method
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Generator

A teddy bear sits 
by a keyboard.

TCTS

Adaptive 
Sampling

Frequency Map

Predicted Tokens

High Frequency

Score Map

𝑥𝑥𝑡𝑡

𝑥𝑥𝑡𝑡−1

𝑥𝑥0

Low Frequency

Revocable 
Sampling

Persistent 
Sampling

Text-Conditioned Token Selection

Frequency Adaptive Sampling

…

Figure 4: Overall generation framework of proposed TCTS and FAS. After the generator predicts the tokens, TCTS exploits the text
condition to detect misaligned tokens and outputs the score map. Meanwhile, FAS splits the tokens according to the frequency using the
self-attention map from the generator, performing revocable sampling to high-frequency split and persistent sampling to low-frequency split.
The adaptive sampling predicts x̂0 and decide a few of the locations to mask according to xt. The token maps produced by FAS is combined
with the score map to predict xt−1. After iterative process, our model removes all the masks and generates x0.

Step Method MID-L ↑ SOA-I ↑ CLIP-S ↑ FID-30K ↓

16

Purity 11.02 72.38 0.2474 19.20
Uniform 17.94 74.80 0.2500 16.17
RR 23.60 78.79 0.2526 17.10

TCTS + FAS 26.72 79.52 0.2559 14.45

25

Purity 16.84 75.21 0.2487 18.39
Uniform 22.27 77.08 0.2524 15.91
RR 26.77 81.10 0.2543 18.43

TCTS + FAS 27.79 80.87 0.2563 15.39

Table 1: Quantitative evaluation of sampling methods on MS-
COCO dataset. The ground truth MID on MS-COCO image-
caption pairs is 54.73. The classifier-free guidance scale was fixed
at 5 for all sampling methods.

may result in a slight compromise in text alignment and limit
the opportunity to correct the image through resampling. To
further improve this trade-off, we propose a new method
called Frequency Adaptive Sampling (FAS), which can be
applied to TCTS.

FAS is a method that utilizes the generator’s self-attention
map to limit resampling only in the low-frequency areas of
the image. In [21], it is known that the generator’s self-
attention layer contains frequency information of the image,
which is also observed in token-based diffusion models. We
utilized this to distinguish the frequency areas of the image
without additional operations, and applied persistent sam-
pling only to the low-frequency areas using persistent weight.
As shown in the bottom row of Figure 3, revocable sampling
along with FAS method allows repetitive resampling in areas
that require rich visual details, while limiting the number
of resampling in relatively simple areas preventing over-
simplification. Detailed algorithm is in the supplementary A.
The overall framework of our model, including both TCTS

Step Method MID-L ↑ CLIP-S ↑ FID ↓

16

Purity -24.21 0.2410 15.21
Uniform -25.60 0.2404 16.57
RR -25.03 0.2371 17.38

TCTS + FAS -19.88 0.246 12.35

25

Purity -21.26 0.2384 12.60
Uniform -23.04 0.2396 13.02
RR -23.29 0.2364 14.53

TCTS + FAS -18.31 0.2409 13.67

Table 2: Quantitative evaluation of sampling methods on CUB
dataset. The ground truth MID on CUB image-caption pairs is
15.85. We omit SOA in this table as CUB dataset consists of only
one bird per photo, diminishing the metric’s significance.

and FAS, is illustrated in Figure 4.

4. Experiments
To validate the efficacy of our token selection framework,

we modify the transformer from [37] to contain 310M param-
eters for MS-COCO dataset and 83M parameters for CUB
dataset. We extract text features from CLIP ViT-B/32 [27]
for a text-conditioned generation. In the training process
of TCTS, we freeze the generator’s parameters and inde-
pendently train our model, making it applicable to other
types of token-based diffusion models. We use the binary
cross-entropy loss for the objective and validate our method
and baselines on MS-COCO [25] and CUB [14] datasets
by training them for 200 epochs. We leverage classifier-
free guidance [20] by stochastic sampling of the guidance
strength to improve the generation quality. We further pro-
vide the details of the architecture, hyperparameters and
additional analysis on the use of classifier-free guidance in
the supplementary A.

23256



Model MID-L ↑ MID-B ↑ SOA-I ↑ FID-30K ↓

GLIDE [26] 1.03 1.00 - 32.08
AttnGAN [40] -65.20 -8.90 39.01 29.15
DM-GAN [23] -44.66 3.51 48.03 22.90
DF-GAN [38] -58.75 -15.21 - 31.75
VQ-Diffusion [41] -19.63 5.77 - 13.13
LAFITE [47] 6.26 35.17 74.78 8.03

TCTS + FAS 26.02 38.98 79.52 9.75

Table 3: Comparison of the proposed method with recent text-
to-image generative models on MS-COCO dataset. MID-L and
MID-B are calculated with ViT-L/14 and ViT-B/32 each. The
ground truth MID-L and MID-B on MS-COCO image-caption
pairs is 54.73, 41.57 each. Ours are evaluated with 16-step setting
and we adopt classifier-free guidance from 3 to 5.

Metrics Since FID [16] metric is known to be problematic
for its inability to exactly represent the image quality [5] and
unable to consider the text alignment, we additionally use
Mutual Information Divergence (MID) [22] to evaluate the
text-alignment of generated images which enables sample-
wise evaluation and outperforms previous metrics in human
Likert-scale judgment correlations. In particular, since MID
responds more sensitively to images generated with foiled
captions [35], it is more appropriate for analyzing text align-
ment with complex and challenging captions. Moreover, we
use the CLIP score [15] and SOA-I [17], which are widely
used in text-to-image synthesis. Note that the CLIP score is
calculated with ViT-L/14 throughout the experiments.

4.1. Text-to-image synthesis

Figure 1 Left and Middle visualizes the generated im-
ages using improved VQ diffusion [37] with varying sam-
pling methods. Generated examples from uniform token
sampling are poorly aligned with the given texts, and often
include erratic partitions of the objects since the predicted
tokens selected at the same step cannot appropriately reflect
the change of others (e.g., smashed donuts, and imperfect
chair and seagull). Random revoke (RR) sampling, which
can re-update previously sampled tokens, seems to improve
alignment with text by editing out nonsensical regions and it-
eratively considering the entire scene at each generation step.
Yet, RR selects tokens in a completely random manner with-
out any constraints, which results in suboptimal generation
quality and alignment with the texts (e.g., disappeared man
and train). On the other hand, ours mitigates the problem
from RR by selecting text-conditioned tokens at the sam-
pling phase and successfully generates high-quality images
which contain a clear semantic connection to the given text
captions.

This phenomenon can be quantitatively seen in Table 1.
16-step generation of random revoke sampling shows better
text alignment than even 25-step generation of other fixed

Figure 5: Results of image refinement using TCTS. Top: Origi-
nal samples, Bottom: Refined images for 8-steps with TCTS.

Method MID-L ↑ FID ↓
Original 12.10 16.44

RR 13.64 17.18
TCTS 15.64 16.92

Original 4.54 19.13

Random masked 6.06 19.12
TCTS masked 6.47 18.64

Table 4: Qualitative evaluation of the refined images. Top:
Refinement with additional revision steps. Bottom: Refinement
with masking lowest-scoring tokens.

sampling methods. We can also observe the trade-off be-
tween CLIP score and FID by comparing each method to
their 25-step versions. Our model outperforms other base-
lines in most of the metrics especially when comparing MID-
L to fixed sampling methods such as Purity and Uniform.
Since our model can make corrections during the generation
process, it requires fewer steps to match the performance of
our baseline sampling methods, see Section 4.5 for further
analysis. We also present the results of our experiment on
the CUB dataset with fewer parameters in Table 2, which
demonstrates satisfactory performance. However, the fact
that the CUB dataset contains only single object per image
resulted in a tendency that is slightly different from what we
mentioned earlier. In Table 3, we compared the performance
of our method with other text-to-image generative models.
Our model highly exceeds other models in text alignment
metrics, especially in MID-L and closely approximate the
MID-B value of the ground truth images. More samples
generated by our model is in the supplementary B.

4.2. Image refinement

The advantage of the masked image generative model
is that it enables fast local refinement. We conduct image
refinement in two separate methods, inspired by [23] and
[24]. First, we use TCTS to apply additional revision steps to
images generated with uniform sampling. The overall image
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quality is improved by adding additional refinement steps
as shown in Figure 5. In order to demonstrate the image
refinement performance of our TCTS, we also measure the
performance of the image refinement with random revoke
sampling. While RR improves does improve sample quality,
additional refinement steps increase the FID score, caused
by a similar effect to increasing the generation step.

We additionally perform the experiment by masking 60%
lowest-scoring tokens with TCTS, and generate the images
with uniform sampling. We observe that all metrics of the
refined images outperform those of the original images. In
Table 4, we compare them with samples refined after ran-
domly masking the tokens without TCTS. Due to the page
limit, we describe further details of the two refinement meth-
ods and visualize more samples in the supplementary B.

4.3. Mask-free object editing

Since the masked image generative model is capable of
local refinement, image editing without manual masking is
possible simply by randomly masking a part of the image
and resampling it with the new text condition. However, this
method requires a low masking ratio and many resampling
steps to maintain the overall structure of the image. This
can result in significant changes to unnecessary parts or, as
mentioned earlier, over-simplification issues. Additionally,
even with many steps, editing large objects with small masks
can be more challenging due to the significant influence of
surrounding tokens rather than the new text condition.

Motivated by the operation of self-attention maps in fre-
quency adaptive sampling, we leverage a cross-attention map
corresponding to the word of the object that is to be changed,
giving weights to resample tokens so that the corresponding
locations can be resampled. Then, it enables efficient image
editing with fewer steps and makes it easier to edit larger
objects. Although it is similar to DiffEdit [7], ours operates
in a more straightforward manner without additional com-
putations, thanks to the capability of local refinement of the
masked generative model. In Figure 6, we edit the object by
adding 25% noise in only 10-steps. With our method, we
can edit more quickly with fewer editing steps, which further
does not suffer from the over-simplification problem. More
samples are in the supplementary B.

4.4. High-resolution image synthesis

Continuous diffusion models that use encoders and de-
coders, such as masked image generative models, can gen-
erate larger images that are not in the training set. Similar
to Bond-Taylor et al. [3], we divide the tokens into subsets
according to the model input size, individually pass them
through the model, and then spatially aggregate tokens to
synthesize a high-resolution image. In this way, we are able
to generate more realistic and high-resolution samples with
the same TCTS model without additional training. Addition-

A dog teddy bear looks back from the passenger seat of a vehicle.

A wooden table topped with carrot cake donuts. brocollis.

Weighted
Sampling

Weighted 
Sampling

Figure 6: Examples of mask-free editing samples with cross-
attention map. The cross-attention map is multiplied to the score
map of TCTS to perform weighted sampling.

A family on a boat sailing 
down a river.

A short train traveling through 
a mountainous landscape.

Figure 7: Examples of high resolution (5122) samples. Left:
Image generated with all mask tokens, Right: Image generated
with TCTS as a super-resolution unit.

ally, we propose a new method to generate high-resolution
images only with low-resolution TCTS. To be specific, we
first generate a small-size image with TCTS and upsample
the token map in bicubic mode to the desired size. Then
we divide the high-resolution token map into overlapping
small-size sections and refine all the sections several times.
Then, we can generate high-resolution images with the low-
resolution TCTS where we visualize the generated samples
in Figure 7.

4.5. Further analysis

Importance of early-stage sampling strategy As men-
tioned in Section 3.1, by controlling the persistent weight,
we can interpolate the two baseline sampling methods: uni-
form sampling and random revoke sampling. We designed
various experiments to find out the impact of the sampling
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black bear road

A boat water(b) Synthesized

(a) Real

Figure 8: Visualization of the averaged cross-attention maps
for each word from TCTS. Top: Image from COCO dataset: "A
large black bear walking down a dirty road.". Bottom: Synthesized
image: "A small boat in a narrow body of water.".

method with respect to the time steps. We switched the sam-
pling methods during the time steps, from uniform sampling
to random revoke sampling (U2R) and vice versa (R2U).
In the rightmost plot in Figure 1, we can observe that U2R
shows better text-alignment performance than R2U.

These results suggest that the early stage sampling, in
which the masked ratio is high, substantially influences the
text alignment of the final image, which is similarly observed
in continuous diffusion models [2]. Generating the whole im-
age and then processing it through a few revision steps like
[23] might help the image quality but can not conspicuously
enhance the essential text alignment. Therefore, in order
to obtain an image that aligns well with the text, sampling
must be done carefully in the early stage when not many to-
kens are generated. This analysis is also shown in the result
that the revocable strategy exhibits better performance by
aggressively resampling tokens several times. In particular,
since weak generators with poor generation performance
suffer more from the joint distribution issues, giving a suf-
ficient number of recovery chances to discard tokens and
draw new ones at the early stage is the key to the desired text
alignment.

Text-conditioned sampling The experiments show that
TCTS plays a crucial role in enhancing text alignment in im-
age generation. Although we did not utilize any text-specific
loss during training, the model still effectively processes the
text condition and achieves optimal performance. To verify
the accuracy of TCTS’s attention towards text-related parts
of the image, we visualized the average cross-attention layer
for each word in Figure 8. The results demonstrate TCTS’s
ability to attend to each word in both real and synthesized
images. By helping the selection of relevant tokens during
the generating stage, TCTS can boost model performance
without the requirement of additional complex text-related
loss.

Method MID-L ↑ SOA-I ↑ CLIP-S ↑ FID-30K ↓

RR 26.77 81.10 0.2543 18.43
RR + FAS 26.32 80.78 0.2539 16.01
RR + pw 24.23 79.14 0.2534 15.96

TCTS 27.82 80.93 0.2565 16.69
TCTS + FAS 27.79 80.87 0.2563 15.39
TCTS + pw 25.12 79.51 0.2556 15.12

Table 5: Ablation study of using FAS and persistent weight
in revocable methods on MS-COCO dataset. All models were
evaluated on 25-step setting. The ground truth MID-L on MS-
COCO image-caption pairs is 54.73.

Step Model MID-L ↑ FID-30K ↓ Time

50 Uniform 24.04 16.84 ×1RR 26.55 21.12

16 TCTS + FAS 26.72 14.45 ×0.45

Table 6: Inference time relative to MID/FID of our baselines
and models on MS-COCO dataset. We expressed the inference
time of our models as a multiple of other baselines. Our model
outspeeds other baselines while performing better in both MID-L
and FID-30K. Further analysis is in the supplementary C.

Ablation study of FAS As mentioned in Section 3.2, FAS
decides whether to apply persistent weight or not to each
location. If the whole image is considered low-frequency,
FAS would apply the weight to every location, which is
the same as the persistent sampling. On the other hand, if
the whole image is considered high-frequency, combining
FAS would not apply the weight anywhere, which does
not change the sampling strategy. To further analyze the
effect of FAS, we evaluated it on two revocable methods:
random revoke sampling and TCTS. Attaching FAS to a
base sampling method can be regarded as a mixture of two
methods: the base revocable sampling method and persistent
sampling method. Table 5 clearly shows this relation of
FAS and persistent weight. While FAS-attached methods
do not show the best performance, the performance of them
is always in close proximity to the better one of the two
comparing methods of each. FAS-attached methods balances
well between text-alignment and image quality without any
additional training.

Inference time Our TCTS and FAS compute additional
operations at each generation step, resulting in marginally
increased inference time compared to other token selection
baselines. However, regarding the text alignment and the
image quality, the relative inference time is considerably
decreased. In Table 6, our model outperforms 50-step image
generation of baseline sampling methods within only 16
steps in MID-L and FID-30K, which means that our model
can synthesize better samples with only ×0.45 time.
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5. Conclusion
This paper examines which factors in the masked diffu-

sion process impact the output images and cause the trade-off
between image quality and text alignment. We empirically
find that the revocable sampling significantly improves the
text alignment yet degrades the quality of the generated im-
ages. To tackle the problem, we propose a simple token
sampling strategy, coined text-conditioned token selection,
that combines learnable and revocable methods, pushing the
boundary of the trade-off between image quality and text
alignment without the necessity to update the large-scale
pre-trained generator. We find that collaborative sampling
in a persistent and revocable manner surprisingly alleviates
over-simplification issues in the generated backgrounds. Our
proposed method can be utilized as an image refinement
tool for various generative tasks, which is remarkably fast to
generate high-quality images within much fewer steps.
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