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Abstract

Multi-contrast MRI super-resolution (SR) and reconstruction methods aim to explore complementary information from the reference image to help the reconstruction of the target image. Existing deep learning-based methods usually manually design fusion rules to aggregate the multi-contrast images, fail to model their correlations accurately and lack certain interpretations. Against these issues, we propose a multi-contrast variational network (MC-VarNet) to explicitly model the relationship of multi-contrast images. Our model is constructed based on an intuitive motivation that multi-contrast images have consistent (edges and structures) and inconsistent (contrast) information. We thus build a model to reconstruct the target image and decompose the reference image as a common component and a unique component. In the feature interaction phase, only the common component is transferred to the target image. We solve the variational model and unfold the iterative solutions into a deep network. Hence, the proposed method combines the good interpretability of model-based methods with the powerful representation ability of deep learning-based methods. Experimental results on the multi-contrast MRI reconstruction and SR demonstrate the effectiveness of the proposed model. Especially, since we explicitly model the multi-contrast images, our model is more robust to the reference images with noises and large inconsistent structures. The code is available at https://github.com/lpcccc-cv/MC-VarNet.

1. Introduction

Magnetic Resonance Imaging (MRI) is a noninvasive and non-ionizing medical imaging technique, which has been widely used in medical diagnosis, clinical analysis, and staging of disease [27]. However, MRI scanning is always time-consuming due to physics and physiological constraints. The scanning time of each patient usually takes more than ten minutes, which will affect the efficiency of diagnosis and cause discomfort to patients [8]. To accelerate the acquisition of MRI, it is common to acquire the undersampled $k$-space measurements and then use the post-processing algorithms (e.g. super-resolution (SR) and reconstruction) to restore its fully-sampled one.

The purpose of the MRI reconstruction is to eliminate aliasing artifacts caused by $k$-space undersampling and the MRI SR aims to restore the missing high-frequency details from the low-resolution (LR) ones. In recent years, numerous MRI SR [44, 31, 42] and reconstruction [34, 29, 45, 23] methods have been emerged. However, they only use single-contrast MR images and fail to utilize the information from other modalities. In fact, radiologists tend to acquire images of bodies with different contrasts (e.g. T1-weighted and T2-weighted) to comprehensively evaluate patients’ conditions. Besides, since the sampling time of different contrasts is quite different, it is promising to utilize an HR (or fully-sampled) reference image with a shorter acquisition time to reconstruct the image with a longer scanning time [13]. We call them multi-contrast reconstruction...
and multi-contrast SR.

In recent years, deep convolution neural network (DCNN) has become a mainstream approach for solving the multi-contrast reconstruction problems. By designing proper fusion rules, reference information can be effectively transferred to the target image. Despite the promising results of them, their networks are always handcrafted black boxes, which lack certain interpretations. Model-based methods construct optimization models by designing priors for specific problems, and then they are solved by optimization algorithms, which are more interpretable than black-box DCNN methods. To incorporate interpretability and domain knowledge into deep networks, the model-driven DCNN methods have emerged to tackle various problems of image processing, including deraining, deblurring, super-resolution, CT metal artifact reduction and so on. Their success also inspired us to design an interpretable and powerful model for the multi-contrast SR and reconstruction tasks.

In this paper, we propose a deep unfolding multi-contrast variational network (MC-VarNet) to explicitly model the correlations of multi-contrast images. According to our observation, as shown in Figure 1, multi-contrast images have the following two characteristics. Firstly, since they are sampled from the same body part, they usually contain some common structural information. Secondly, since the two images are sampled under different scan settings, they have their unique contrast information and some inconsistent structures. To effectively transfer useful information to the target image as well as avoid the interference of inconsistent information, we build a variational model to reconstruct the target image and decompose the reference image into a common component and a unique component. In the feature interaction phase, only the common component is transferred to the target image.

To solve the variational model, we employ the half-quadratic splitting algorithm to optimize each variable and construct an MC-VarNet by unfolding the iterative steps into deep neural networks. Similar to learning-based methods, MC-VarNet adaptively learns the deep priors from the reconstructed images and the decomposed components in a data-driven manner. Similar to model-based methods, MC-VarNet explicitly models the correlations of multi-contrast images, which is more transparent. The proposed MC-VarNet thus combines the advantages of model-based and deep learning-based methods. Our contributions can be summarized as:

- We propose a variational model to solve the multi-contrast MRI SR and reconstruction problems simultaneously. In our model, we explicitly model the relationship of multi-contrast images based on an observation that different contrast images have consistent and inconsistent information.
- We optimize the variational model using the half-quadratic splitting algorithm and unfold the iterative step into deep networks. Thus our model combines the good interpretability of the model-based methods with the powerful feature expression ability of the deep neural networks.
- We test our model on guided MRI SR and reconstruction tasks. Experiments demonstrate the effectiveness of the proposed model. Besides, since we explicitly model the multi-contrast images, the proposed model is more robust to the noise-polluted and inconsistent reference images compared with existing methods.

2. Related work

2.1. Single-contrast MRI SR and reconstruction

DCNN has been the mainstream solution for solving the MRI SR and reconstruction problems. Qui et al. [24] designed a DCNN model for knee MRI SR. Lyu et al. [21] employed ensemble learning to improve the performance of a single model. Zhao et al. [44] design a channel-splitting network to fully utilize the hierarchical features. Li et al. [15] used attention mechanisms for pelvic image SR. Zhang et al. [42] proposed a squeeze and excitation reasoning attention network to sense the entire space of the MR images. For MRI reconstruction, Wang et al. [34] first proposed a multi-layer CNN model for MRI reconstruction. Jin et al. [12] and Yang et al. [38] proposed model-based unrolling methods by combining prior regularization. [29, 9, 4] proposed variational networks to solve the single-contrast MRI reconstruction problem. To further improve the model performance, the cross-domain methods [5, 23, 46] were proposed. These methods have got satisfactory results, however, they all focus on reconstructing images by using single-contrast MR images and fail to utilize the multi-contrast information.

2.2. Multi-contrast MRI SR and reconstruction

Multi-contrast imaging is a main feature of MR images. For solving the multi-contrast MRI SR task, Lyu et al. [20] fused the multi-contrast information in the high-level feature space. Feng et al. [7] designed a multi-stage integration network to fuse the multi-contrast features at different stages. Li et al. [14] proposed a transformer-empowered multi-scale contextual matching network to capture long-range dependencies for MR images. Fang et al. [6] proposed the cross-modality transformer network to explore valuable prior knowledge from multi-contrast images. For the multi-contrast MRI reconstruction task, Xiang and Dar et al. [36, 1] simply concatenated the multi-contrast images as their model inputs. Sun et al. [30] sent the multi-contrast
images into the network together and restore them simultaneously. Feng et al. [8] proposed a multi-modal transformer to transform the features from the reference contrast to the target contrast. Although they have achieved good reconstruction results, they fuse the multi-contrast information by manually designing fusion rules, which lack sufficient interpretability, thus limiting further performance improvements.

3. Variational model for multi-contrast MRI

3.1. Degradation model

The problem is to reconstruct HR (or fully-sampled) images from under-sampled k-space data. The acquisition process of the under-sampled data can be written as:

\[ k_x = M \odot F(\hat{x}) + \varepsilon. \]  

(1)

Here \( \hat{x} \in \mathbb{R}^{m \times n} \) is the fully-sampled MR image, \( k_x \in \mathbb{R}^{m \times n} \) is the under-sampled k-space data what we actually observed, \( \varepsilon \) is the measurement noise, and \( F(\cdot) \) is Fourier Transform operator. The values of \( M \in \mathbb{R}^{m \times n} \) stand for the corresponding k-space positions are sampled or not. \( \odot \) is the pixel-wise multiply operation. For the reconstruction task, \( M \) represents the cartesian sampling mask [8]. For the MRI SR task, \( M \) is the center cropping mask [44, 14], where only the central low-frequency data are kept and the peripheral areas are set to zero. The under-sampled MR image \( \hat{x} \) can be obtained by \( F^{-1}(k_x) \), where \( F^{-1}(\cdot) \) represents inverse Fourier Transform.

3.2. Model formulation

Let \( \hat{x}_1 \in \mathbb{R}^{m \times n} \) and \( \hat{x}_2 \in \mathbb{R}^{m \times n} \) represent two HR (or fully-sampled) MR images with different contrasts (e.g. T2 and PD). The LR (or under-sampled) image of \( \hat{x}_1 \) is \( \hat{x}_1 \). Here we regard \( \hat{x}_1 \) as the target modality and regard \( \hat{x}_2 \) as the reference modality. Take guided-SR for example, our model aims to restore the HR image \( x_1 \) from LR image \( \hat{x}_1 \) with the aid of \( \hat{x}_2 \). As aforementioned, multi-contrast images are sampled under the same anatomical structure, they usually share some common structure information. Since they are sampled with different scan settings, they have their unique contrast information. Based on such observations, we build the variational model:

\[ \begin{aligned}
\text{argmin}_{(x_1, C, U)} & \frac{1}{2} \| MF(x_1) - k_x \|_2^2 + \frac{1}{2} \| C + U - \hat{x}_2 \|_2^2 \\
& + \gamma \frac{1}{2} \| Ax_1 - BC \|_2^2 + \lambda_1 \mathcal{R}(x_1) \\
& + \lambda_2 \psi_2(C) + \lambda_3 \psi_3(U),
\end{aligned} \]  

(2)

where the first term in Eq. (2) is the data fidelity for the target modality that ensures consistency between the reconstructed image \( x_1 \) and the under-sampled k-space data \( k_x \), the second term is the data fidelity for the reference modality that decompose it into common component \( C \) and unique component \( U \). \( A \) and \( B \) are two transformation matrices to transform the two images to the feature domain, as well as constrain their similarity in the feature domain. \( \gamma, \lambda_1, \lambda_2, \lambda_3 \) are the trade-off parameters. \( \mathcal{R}(\cdot), \psi_2(\cdot), \psi_3(\cdot) \) are the regularization terms.

3.3. Optimization algorithm

Half-quadric splitting (HQS) algorithm is employed to solve Eq. (2). To be specific, we introduce auxiliary variables \( P, Q \) to replace \( C \) and \( U \). Eq. (2) can be reformulated as:

\[ \begin{aligned}
& \text{argmin}_{(x_1, C, U, P, Q)} \frac{1}{2} \| MF(x_1) - k_x \|_2^2 + \frac{1}{2} \| C + U - \hat{x}_2 \|_2^2 \\
& + \gamma \frac{1}{2} \| Ax_1 - BC \|_2^2 + \alpha \frac{1}{2} \| P - C \|_2^2 + \beta \frac{1}{2} \| Q - U \|_2^2 \\
& + \lambda_1 \mathcal{R}(x_1) + \lambda_2 \psi_2(P) + \lambda_3 \psi_3(Q),
\end{aligned} \]  

(3)

where \( \alpha \) and \( \beta \) are hyper-parameters. Eq. (3) can be solved via the following iterative scheme:

\[ \begin{aligned}
x_1^{t+1} &= \text{argmin}_{x_1} \frac{1}{2} \| MF(x_1) - k_x \|_2^2 + \frac{\gamma}{2} \| Ax_1 - BC \|_2^2 \\
& + \lambda_1 \mathcal{R}(x_1),
\end{aligned} \]  

(4)

\[ \begin{aligned}
C^{t+1} &= \text{argmin}_C \frac{1}{2} \| C + U^t - \hat{x}_2 \|_2^2 + \frac{\gamma}{2} \| Ax_1 - BC \|_2^2 \\
& + \frac{\alpha}{2} \| P^t - C \|_2^2, \\
U^{t+1} &= \text{argmin}_U \frac{1}{2} \| C^t + U - \hat{x}_2 \|_2^2 + \frac{\beta}{2} \| Q^t - U \|_2^2, \\
\end{aligned} \]  

(5)

\[ \begin{aligned}
P^{t+1} &= \text{argmin}_P \frac{\alpha}{2} \| P - C^{t+1} \|_2^2 + \lambda_2 \psi_2(P), \\
Q^{t+1} &= \text{argmin}_Q \frac{\beta}{2} \| Q - U^{t+1} \|_2^2 + \lambda_3 \psi_3(Q),
\end{aligned} \]  

(6)

where \( t \) is the number of iterations. Next, we will solve these sub-problems separately.

Solving \( x_1 \): Eq. (4) can be solved by gradient descent algorithm [29] and the image \( x_1^{t+1} \) can be updated from \( x_1^t \) using:

\[ x_1^{t+1} = x_1^t - \mu \mathcal{T}_x(F(x_1^t) - k_x), \]

(7)

Here \( \mu \) is the learning rate, \( F(\cdot) \) is the linear forward operator that applies 2D Fourier Transform and then under-samples the data using sampling mask \( M \), \( \phi(x_1^t) \) is the gradient operator of \( \mathcal{R} \) with respect to \( x_1 \), \( F^*(\cdot) \) is the hermitian of the forward operator \( F(\cdot) \) [29].
Solving $C$ and $U$: The sub-problem (5) can be directly solved. Thus we can get the closed-form solution of $C$ and $U$ as follows:

\[
\begin{align*}
C^{t+1} &= (I + \gamma^t B^\top B + \alpha^t I)^{-1}(\hat{x}_2 - U^t + \gamma^t D_C \otimes T E_x \otimes x^t + \alpha^t P^t), \\
U^{t+1} &= (\hat{x}_2 + \beta^t C^t - C^t)/(1 + \beta^t),
\end{align*}
\]

where $I$ is the identity matrix. In the above iteration steps, we estimate the common component $C$ and unique component $U$ simultaneously. The key problem is how to define the implicit priors and how to solve the sub-problem (6). Inspired by recent model-based deep unfolding methods [41, 43], we regard sub-problems (6) as denoising problems for $C$ and $U$. Thus deep priors can be extracted from these networks and Eq. (6) can be described as follows:

\[
\begin{align*}
P^{t+1} &= N_C(C^{t+1}; \Theta_C), \\
Q^{t+1} &= N_U(U^{t+1}; \Theta_U),
\end{align*}
\]

where $N_C, N_U$ are the deep networks for the common component and unique component, respectively, $\Theta_C, \Theta_U$ are the parameters of the denoising networks.

4. Deep unfolding multi-contrast network

Based on the above analysis, we will construct our deep unfolding multi-contrast variational network following the updating rules of Eq. (7), (8) and (9). As shown in Figure 2, the proposed model contains three submodules: variables initialization module, iteration module and reconstruction module.

4.1. Initialization module

Since the original MR image only has one grey channel, in this paper, we expand the channel number to allow more diverse information for reconstructing the target image [25, 32]. Specifically, we copy each image along the channel dimension to expand the channel number from 1 to $C_1$. In the iteration stages, our model reconstructs $c_i$ images simultaneously. To initialize the five variables that appeared in our model, we first employ two denoising networks $N_C$ and $N_U$ to initialize $x_0$ and $Q^0$. Then $U^0$ is initialized as $\hat{x}_2 - C^0$, $P^0$ and $Q^0$ are initialized as $C_0$ and $U_0$ respectively.

4.2. Iteration module

The structure of the proposed model is shown in Figure 2. It contains of $T$ iteration blocks, representing $T$ iterations of the algorithm for solving Eq. (2). To be specific, we regard the input images $\tilde{x}_2$ and $\hat{x}_2$, and the previous outputs $x_1^t, C^t, U^t, P^t$ and $Q^t$ as inputs, and outputs the updated $x_1^{t+1}, C^{t+1}, U^{t+1}, P^{t+1}$ and $Q^{t+1}$ in each iteration block. The iteration blocks are designed following the updating rules of Eq. (7), (8) and (9). Next, we will introduce the design details of each deep unfolding module.

Modules for updating $x_1$: Eq. (7) has shown how to update variable $x_1$ from $x_1^t$ to $x_1^{t+1}$. In practice, there are two key problems to be solved. The first problem is how to define implicit prior term $\phi(x_1)$. Inspired by existing variational networks [9, 29], we directly use a DCNN to learn the prior information. The second problem is the implementation of the modality transformation term $A^\top \otimes T (Ax_1^t - BC^t)$, which transforms the information from the reference common component $C^t$ to target image $x_1^{t+1}$. Inspired by recent convolutional dictionary (CDic) learning methods [3, 13], we implement the transformation operators as CDic layers.
Thus, Eq. (7) can be reformulated as:

\[
x_1^{t+1} = x_1^t - \mu_1^t F^*(F(x_1^t) - k_{x_1}) + \\
\mu_2^t (\gamma^t D_x \otimes^T (E_x \otimes x_1^t - E_c \otimes C^t) + \lambda_1 \mathcal{N}_x(x_1^t)),
\]

(10)

where \( \otimes \) denotes the convolutional operation, \( \otimes^T \) denotes the transposed convolution. \( E_x \in \mathbb{R}^{c_f \times 3 \times 3 \times c_e} \) and \( E_c \in \mathbb{R}^{c_c \times 3 \times 3 \times c_c} \) are the encoder convolutional dictionary layers to transform images \( x_1^t \) and \( C^t \) to the feature domain. \( D_x \in \mathbb{R}^{c_i \times 3 \times 3 \times c_f} \) is the decoder convolutional dictionary layer to transform features to the image domain. Note that \( c_i \) and \( c_f \) are the channel numbers of the input image and the intermediate feature, respectively. \( \mathcal{N}_x(\cdot) \) is a modified UNet [26], which is used to learn the implicit priors from \( x_1^t \).

Similar to [29], Eq. (10) can be regarded as a data-consistency layer (DCL) in the image domain, which can be reformulated as:

\[
x_1^{t+1} = \mathcal{F}^{-1}(k_1^{t,dc}) + x_1^{t,dr},
\]

(11)

where \( k_1^{t,dc} = k_1^t - \mu_1^t M(k_1^t - k_{x_1}) \), and \( x_1^{t,dr} = \mu_2^t (\gamma^t D_x \otimes^T (E_x \otimes x_1^t - E_c \otimes C^t) + \lambda_1 \mathcal{N}_x(x_1^t)) \). Here \( k_1^{t,dc} \) is the reconstructed k-space data after DCL, \( x_1^{t,dr} \) is the refinement details learned by DRL. \( k_1^t \) is the intermediate k-space data and \( k_{x_1} = \mathcal{F}(x_1^t) \) is the original input k-space data and \( k_{x_1} = \mathcal{F}(x_1^t) \).

In Figure 3, we show the network structures of the DCL and DRL. DCL enforces the k-space data-consistency between the intermediate reconstruction images and the original input images. DRL has two branches, one branch employs a U-Net to learn the deep priors from the target image, and the other branch transfers the complementary information from the reference image to the target image. Adding the results of the two branches, we can get the refinement details of the target image.

**Modules for updating C and P:** For updating \( C \), we first introduce the CDic layers to implement the transformation functions in Eq. (8) and then simplify the operation \((I + \gamma^t B^T B + \alpha^t I)^{-1}\) as a simple feature transformation layer (FTL). The equation for updating \( C \) and \( P \) can be formulated as:

\[
\begin{align*}
C^{t+1} &= \mathcal{T}_c(\hat{x}_2 - U^t + \gamma^t D_c \otimes^T E_x \otimes x_1^t + \alpha^t P^t), \\
P^{t+1} &= \mathcal{N}_c(C^{t+1}; \Theta_C),
\end{align*}
\]

(12)

\( \mathcal{N}_c(\cdot) \) is implemented as a deep denoising network for updating auxiliary variable \( P \). \( \mathcal{T}(\cdot) \) denotes the FTL, which contains two “Conv” layers and a “ReLU” activation layer. The network structure for updating \( C \) is shown in Figure 3. It contains three branches. The first branch employs a denoising network to suppress the noises of \( C^t \). The second branch employs an encoder CDic layer and a decoder CDic layer to transfer the information from the target image to the common component of the reference image. The third branch is the decomposition-based data fidelity term. Finally, a simple FTL is employed to get the updated \( C \).

**Modules for updating U and Q:** Variables \( U \) and \( Q \) can be directly updated by:

\[
\begin{align*}
U^{t+1} &= (\hat{x}_2 + \beta^t Q^t - C^t)/(1 + \beta^t), \\
Q^{t+1} &= \mathcal{N}_U(U^{t+1}; \Theta_U),
\end{align*}
\]

(13)

**Denoising network:** We design a modified U-Net as our deep denoising network to update the estimated \( P \) and \( Q \) in Eq. (12) and (13). Our denoising U-Net consists of three encoder blocks and three decoder blocks. Each block contains several “Conv” layers and “ReLU” layers. Besides, skip connections are used to fuse the information between the encoders and decoders. It should be noticed that the denoising networks in different iteration stages share the same network parameters in our model. More details about the denoising network can be found in our supplementary material.

4.3. Reconstruction module

After \( T \) iterations, we have got the reconstruction results of the target image \( x_T^t \) and the decomposed common components \( C^t \) and unique components \( U^T \). As depicted above, we reconstruct \( c_i \) images in the iteration stages simultaneously. Here we employ a weighted average layer (WAL) to get the final reconstruction result. The final result
can be obtained by:

\[
\begin{align*}
  x_1 &= \frac{1}{c_i} \sum_{i=1}^{c_i} w_1^i x_1^T(i), \\
  x_2 &= \frac{1}{c_i} \sum_{i=1}^{c_i} w_2^i (C^T(i) + U^T(i)), \\
\end{align*}
\]

(14)

where \(w_1^i\) and \(w_2^i\) are the learnable weights for reconstructing \(x_1\) and \(x_2\), respectively.

4.4. Loss function

The L1 loss is used to supervise the reconstruction results, which can be represented as:

\[
L = \eta_1 ||x_1 - \hat{x}_1||_1 + \eta_2 ||x_2 - \hat{x}_2||_1, 
\]

(15)

where \(\eta_1\) and \(\eta_2\) are the hyper-parameters to weigh the importance of different contrast images. Here we set \(\eta_1 = 1\) and \(\eta_2 = 0.1\). The loss on the reference image is for better decomposition.

5. Experiments

5.1. Datasets and implementation details

Datasets. Following [20, 6], two publicly available multi-modal MR image datasets (IXI and BrainTS2018 [22]) is used to evaluate the performance of the proposed model. The IXI dataset contains 576 multi-contrast MR volumes. In our experiments, the PD modality is used as the reference image to guide the target T2 modality. The BrainTS2018 dataset has 285 multi-contrast MR volumes. We regard the T1 modality as the reference image to guide the reconstruction of the target T2 modality. The two datasets are splitted into the training, validation, and testing sets with a ratio of 7:1:2. Note that only the middle 100 slices are used in our experiments. In the following experiments, we set the acceleration ratio (multi-contrast reconstruction task) and the scale factor (multi-contrast SR task) to 4.

Training details. Our model is constructed based on PyTorch with two NVIDIA RTX3090 GPUs. The Adam optimizer is used to optimize the model. In the training phase, the batch size is set to 6 and the learning rate is set to \(1 \times 10^{-4}\). The models are trained 50 epochs on the training data. The peak-to-noise-ratio (PSNR), structural similarity index (SSIM), and root mean squared error (RMSE) are employed to evaluate the model performance. The higher PSNR and SSIM, the lower RMSE indicates the better result.

Model details. In the large version MC-VarNet-L, the iteration stages \(T\) are set to 4. The input channel \(c_i\) and the intermediate feature channel \(c_f\) are set to 64. In the small version MC-VarNet-S, the iteration stages \(T\) are set to 4. \(c_i\) and \(c_f\) are set to 32.

5.2. Comparison with state-of-the-arts

Evaluations on multi-contrast MRI SR. We compare our models with various single image SR approaches, including zero padding (ZP), VDSR [13], CSN [44], RCAN [43] and SwinIR [16], and some existing SOTA multi-contrast MRI SR methods, including MCSR [20], CUNet [3], MASA [19], MINet [7] and MCMRSR [14]. The qualitative results of these methods are shown in Table 1. From the table, we can find that the proposed MC-VarNet-L model achieves the best performance. Specifically, it outperforms the second-place MINet by 0.55dB and 0.8dB in PSNR on the IXI and BrainTS datasets, respectively. The proposed MC-VarNet-S has only 1.4M pa-
parameters, but it performs better than most existing methods. In Figure 4, we visualize the reconstruction error maps of different methods on two images. It can be clearly seen that our methods have fewer reconstruction errors than other methods.

Evaluations on multi-contrast MRI reconstruction.

We compare our models with various single-contrast reconstruction methods, including zero filling (ZF), UNet [26], MUSC [18] and Restormer [39], and some SOTA multi-contrast guided-reconstruction methods, including MDUNet [56], MTrans [8] and Restormer* [39]. Note that we concatenate the multi-contrast images as the input of the Restormer* to restore the target image. We show the results in Table 2 As listed in the table, our MC-VarNet-L and MC-VarNet-S achieve the best and the second-best performance on the two testing sets. Figure 5(a) shows the visual comparisons of these methods. Among them, our method restores more anatomical details than other methods.

Robustness analysis.

We manually add Gaussian noise $\sigma = (5, 7, 9, 11, 13, 15)$ in the reference images when testing different models. In Figure 8, we show the changes of PSNR under different noise levels. Among them, our method achieves the best performance, showing better robustness than other methods. In Figure 6, we can see that the noise in the reference image brings serious artifacts to the target image in existing multi-contrast reconstruction methods [3, 36, 8, 39]. By contrast, our method is least affected by noise. Figure 5(b) show a special case in the BrainTS test set that the left side of the reference image is missing. Other multi-contrast MRI reconstruction methods restore the left side of the target image that has severe artifacts, while our method avoids this problem. It indicates that our decomposition-based model is more robust than other methods when dealing with noise-polluted and inconsistent reference images.

5.3. Ablation studies

Effect of the number of stages.

Figure 7 shows the performance changes under different number of iterations $T \in [1, 5]$. From the figure, we can find that the reconstruction performance of the model becomes better with the increase of the number of iterations. Specifically, from $T = 1$ to $T = 4$, the PSNR improves by 3.35dB and 0.72dB on the guided reconstruction and guided SR tasks, respectively. To balance the model performance and the computational com-

---

Table 1. Quantitative results of different single-contrast MRI SR and multi-contrast MRI guided-SR algorithms when scaling factor is $\times 4$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Params</th>
<th>IJII-T2</th>
<th>BrainTS-T2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR↑</td>
<td>SSIM↑</td>
</tr>
<tr>
<td>ZF</td>
<td>-</td>
<td>30.43</td>
<td>0.8840</td>
</tr>
<tr>
<td>VDSR [13]</td>
<td>0.7M</td>
<td>32.51</td>
<td>0.9162</td>
</tr>
<tr>
<td>CSN [14]</td>
<td>11.2M</td>
<td>34.04</td>
<td>0.9365</td>
</tr>
<tr>
<td>RCAN [15]</td>
<td>15.6M</td>
<td>34.44</td>
<td>0.9413</td>
</tr>
<tr>
<td>SwinR [16]</td>
<td>11.9M</td>
<td>34.37</td>
<td>0.9402</td>
</tr>
<tr>
<td>CUNet [17]</td>
<td>0.2M</td>
<td>39.65</td>
<td>0.9720</td>
</tr>
<tr>
<td>MCSR [18]</td>
<td>3.5M</td>
<td>40.00</td>
<td>0.9734</td>
</tr>
<tr>
<td>MASA [19]</td>
<td>4.0M</td>
<td>41.45</td>
<td>0.9786</td>
</tr>
<tr>
<td>MCSR-S [20]</td>
<td>3.5M</td>
<td>40.93</td>
<td>0.9753</td>
</tr>
<tr>
<td>MNet [21]</td>
<td>11.9M</td>
<td>41.70</td>
<td>0.9784</td>
</tr>
<tr>
<td>Ours-S</td>
<td>1.4M</td>
<td>41.71</td>
<td>0.9787</td>
</tr>
<tr>
<td>Ours-L</td>
<td>5.7M</td>
<td>42.25</td>
<td>0.9787</td>
</tr>
</tbody>
</table>

Table 2. Quantitative results of different single-contrast MRI reconstruction and multi-contrast MRI guided-reconstruction algorithms $\times 4$ acceleration.

<table>
<thead>
<tr>
<th>Method</th>
<th>Params</th>
<th>IJII-T2</th>
<th>BrainTS-T2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR↑</td>
<td>SSIM↑</td>
</tr>
<tr>
<td>ZF</td>
<td>-</td>
<td>27.27</td>
<td>0.6188</td>
</tr>
<tr>
<td>UNet [26]</td>
<td>7.8M</td>
<td>33.24</td>
<td>0.9246</td>
</tr>
<tr>
<td>MUSC [18]</td>
<td>13.9M</td>
<td>34.39</td>
<td>0.9326</td>
</tr>
<tr>
<td>Restormer*</td>
<td>26.1M</td>
<td>35.79</td>
<td>0.9481</td>
</tr>
<tr>
<td>CUNet [3]</td>
<td>0.2M</td>
<td>37.30</td>
<td>0.9577</td>
</tr>
<tr>
<td>MDUNet [56]</td>
<td>5.2M</td>
<td>39.79</td>
<td>0.9715</td>
</tr>
<tr>
<td>MTrans [8]</td>
<td>86.1M</td>
<td>39.48</td>
<td>0.9700</td>
</tr>
<tr>
<td>Restormer [39]</td>
<td>26.1M</td>
<td>41.61</td>
<td>0.9780</td>
</tr>
<tr>
<td>Ours-S</td>
<td>1.4M</td>
<td>42.18</td>
<td>0.9904</td>
</tr>
<tr>
<td>Ours-L</td>
<td>5.7M</td>
<td>42.93</td>
<td>0.9821</td>
</tr>
</tbody>
</table>
Figure 6. Visual comparison of different models on the BrainTS testing sets with additional noise in reference image.

Figure 7. The PSNR and SSIM curves on BrainTS testset with a different number of stages $T$ for reconstruction and SR tasks.

Figure 8. Robustness analysis of additional noise in reference image. The red horizontal lines represent the SOTA results of single-contrast methods.

Table 3. Quantitative comparisons of different MC-VarNet-S configurations on IXI testset for multi-contrast SR task.

<table>
<thead>
<tr>
<th>Fusion Rule Ablation</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>No fusion (single contrast)</td>
<td>33.50</td>
<td>0.9292</td>
<td>5.70</td>
</tr>
<tr>
<td>Concatenate fusion</td>
<td>41.05</td>
<td>0.9769</td>
<td>2.38</td>
</tr>
<tr>
<td>w/o decomposition</td>
<td>41.32</td>
<td>0.9776</td>
<td>2.31</td>
</tr>
<tr>
<td>with decomposition (Ours)</td>
<td>41.71</td>
<td>0.9787</td>
<td>2.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Submodule Ablation</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o DCL</td>
<td>41.25</td>
<td>0.9774</td>
<td>2.33</td>
</tr>
<tr>
<td>with DCL (Ours)</td>
<td>41.71</td>
<td>0.9787</td>
<td>2.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Denoising Network Ablation</th>
<th>PSNR↑</th>
<th>SSIM↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet</td>
<td>41.21</td>
<td>0.9772</td>
<td>2.33</td>
</tr>
<tr>
<td>Modified U-Net (Ours)</td>
<td>41.71</td>
<td>0.9787</td>
<td>2.21</td>
</tr>
</tbody>
</table>

Table 4. Quantitative comparison of the model with and without channel expansion (CE) operation on BrainTS testset.

<table>
<thead>
<tr>
<th>Method</th>
<th>SR Reconstruction</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o CE</td>
<td>PSNR↑</td>
<td>SSIM↑</td>
</tr>
<tr>
<td>w/ CE</td>
<td>39.81</td>
<td>0.9775</td>
</tr>
</tbody>
</table>

Effect of different fusion rules. We compare the performance of different multi-contrast information fusion rules, including without fusion (single contrast), concatenation fusion, fusion without decomposition, and our decomposition-based fusion. We evaluate these models on multi-contrast MRI SR task. The results of the IXI test set are shown in Table 3. Among them, our method achieves the best performance. In Figure 9, we visualize the decomposed components of our MC-VarNet model on the multi-contrast SR task. As shown in the figure, common components decomposed from the reference image are mainly high-frequency details that are related to the target image. The unique components are mainly the low-frequency information of the reference HR image. It shows the effectiveness of our method in decomposing the reference image into common and unique components.

Effect of the denoising network and the DCL. To validate the effectiveness of the modified U-Net for denoising, we replace it with a ResNet [10] denoising module that has a similar number of parameters. As shown in Table 4, the U-Net outperforms the ResNet by 0.5dB PSNR on the IXI test set. DCL ensures the $k$-space data consistency between the reconstruction result and the input image. Ablation results in Table 3 show that DCL can effectively improve the model performance by 0.46dB PSNR.

Effect of the channel expansion operation. To avoid the problem of information loss caused by channel reduction, we simply repeat the input image along the channel dimension to expand the channel number from 1 to $c_i$ and

plexity, we set $T = 4$ in our final model.
reconstruct $c_i$ images in the iteration stage simultaneously. The expanded input help the network to learn more diverse information. As listed in Table 4, channel expansion operation improves the performance by 1.28dB PSNR on multi-contrast SR task. On multi-contrast reconstruction task, it also leads to 2.32dB PSNR improvement. The significant performance improvements fully demonstrate the effectiveness of this operation.

6. Conclusion

This paper proposed a variational network to solve the multi-contrast MRI SR and reconstruction problem. Different from existing DCNN-based methods that manually designed fusion rules, our MC-VarNet was constructed under the guidance of the optimization algorithm. We designed an optimization algorithm to solve the model and unfolded the iterative solutions into a deep neural network. Thus our model combines the good interpretability of the model-based methods with the powerful feature expression ability of the deep neural networks. Our future works will employ the proposed model to solve more guided-restoration problems, such as RGB-guided depth map SR and guided image denoising.
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