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Abstract

Diffusion models are emerging expressive generative models, in which a large number of time steps (inference steps) are required for a single image generation. To accelerate such tedious process, reducing steps uniformly is considered as an undisputed principle of diffusion models. We consider that such a uniform assumption is not the optimal solution in practice; i.e., we can find different optimal time steps for different models. Therefore, we propose to search the optimal time steps sequence and compressed model architecture in a unified framework to achieve effective image generation for diffusion models without any further training. Specifically, we first design a unified search space that consists of all possible time steps and various architectures. Then, a two stage evolutionary algorithm is introduced to find the optimal solution in the designed search space. To further accelerate the search process, we employ FID score between generated and real samples to estimate the performance of the sampled examples. As a result, the proposed method is (i). training-free, obtaining the optimal time steps and model architecture without any training process; (ii). orthogonal to most advanced diffusion samplers and can be integrated to gain better sample quality. (iii). generalized, where the searched time steps and architectures can be directly applied on different diffusion models with the same guidance scale. Experimental results show that our method achieves excellent performance by using only a few time steps, e.g. 17.86 FID score on ImageNet 64 × 64 with only four steps, compared to 138.66 with DDIM.

1. Introduction

Diffusion models are a class of generative models that exhibit remarkable performance across a broad range of tasks, including but not limited to image generation [14, 24, 8, 2, 29, 4, 15, 38], super-resolution [33, 39, 6], inpainting [22, 31], and text-to-image generation [25, 32, 27, 10]. These models utilize the diffusion process to gradually introduce noise into the input data until it conforms to a Gaussian distribution. Then they learn the reversal of this process to restore the data from sampled noise. Consequently, they achieve exact likelihood computation and excellent sample quality. However, one major drawback of diffusion models is their slow generation process. For instance, on a V100 GPU, generating a 256 × 256 image with StyleGAN [16] only takes 0.015s, whereas the ADM model requires multiple time steps for denoising during generation, leading to a significantly longer generation time of 14.75s.

Extensive studies have focused on reducing the number of time steps to improve the generation process of diffusion models. Some of these studies represent the generation process as either stochastic differential equations (SDEs) or ordinary differential equations (ODEs), and then utilize numerical methods to solve these equations [36, 20, 6, 21]. The samplers obtained by these numerical methods can typically be applied to pre-trained diffusion models in a plug-and-play manner without re-training. The other studies proposed to utilize knowledge distillation to reduce the number of time steps [34, 23]. These methods decrease the time steps required for the generation process and then allow the noise prediction network to learn from the network of the original generation process. Although these methods are effective in improving the sampling speed of diffusion mod-
els, we observe that they have paid little attention to the selection of time step sequences. When reducing the number of time steps, most of these methods sample the new time steps uniformly or according to a specific procedure [36]. We argue that there exists an optimal time steps sequence with any given length for the given diffusion model. And the optimal time steps sequence varies depending on the specific task and the super-parameters of diffusion models. We believe that the generation quality of diffusion models can be improved by replacing the original time steps with the optimal time steps.

Therefore, we introduce AutoDiffusion, a novel framework that simultaneously searches optimal time step sequences and the architectures for pre-trained diffusion models without additional training. Fig. 1 (Left) shows the schematic of AutoDiffusion. Our approach is inspired by Neural Architecture Search (NAS) techniques that are widely used for compressing large-scale neural networks [28, 42, 26, 18, 1]. In our method, we begin with a pre-trained diffusion model and a desired number of time steps. Next, we construct a unified search space comprising all possible time step sequences and diverse noise prediction network architectures. To explore the search space effectively, we use the distance between generated and real samples as the evaluation metric to estimate performance for candidate time steps and architectures. Our method provides three main advantages. First, we demonstrate through experiments that the optimal time steps sequence obtained through our approach leads to significantly better image quality than uniform time steps, especially in a few-step regime, as illustrated in Fig. 1 (Right). Second, we show that the searched result of the diffusion model can be applied to another model using the same guidance scale without repeating the search process. Furthermore, our approach can be combined with existing advanced samplers to further improve sample quality.

Our main contributions are summarized as follows:

- Our study reveals that uniform sampling or using a fixed function to sample time steps is suboptimal for diffusion models. Instead, we propose that there exist an optimal time steps sequence and corresponding noise prediction network architecture for each diffusion model. To facilitate this, we propose a search space that encompasses both time steps and network architectures. Employing the optimal candidate of this search space can effectively improve sampling speed for diffusion models and complement the most advanced samplers to enhance sample quality.

- We propose a unified training-free framework, AutoDiffusion, to search both time steps and architectures in the search space for any given diffusion model. We utilize a two-stage evolutionary algorithm as a search strategy and the FID score as the performance estimation for candidates in the search space, enabling an efficient and effective search process.

- Extensive experiments show that our method is training-free, orthogonal to most advanced diffusion samplers, and generalized, where the searched time steps and architectures can be directly applied to different diffusion models with the same guidance scale. Our method achieves excellent performance by using only a few time steps, e.g., 17.86 FID score on ImageNet 64 × 64 with only four steps, compared to 138.66 with DDIM. Furthermore, by implementing our method, the samplers exhibit a noteworthy enhancement in generation speed, achieving a 2× speedup compared to the samplers lacking our method.

2. Related Work

2.1. Diffusion Models

Given a variable $x_0 \in \mathbb{R}^D$ that sampled from an unknown distribution $p_{data}(x_0)$, diffusion models define a diffusion process $\{x_t\}_{t \in [0,T]}$ to convert the data $x_0$ into sample $x_T$ by $T$ diffusion steps. The distribution of the sample $x_T$ denoted as $p(x_T)$ is usually simple and tractable, such as standard normal distribution. In the diffusion process, the
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Distribution of variable $x_t$ at time step $t$ satisfies:

$$ q(x_t | x_0) = \mathcal{N}(x_t | \alpha_t x_0, \beta_t^2 I) $$

(1)

where $\{\alpha_1, \alpha_2, \ldots, \alpha_T\}$ and $\{\beta_1, \beta_2, \ldots, \beta_T\}$ are super-parameters of diffusion models that control the speed of converting $x_0$ into $x_T$.

After that, diffusion models define a reverse process $p_\theta(x_{t-1} | x_t)$ parameterized by neural network $\theta$ and optimize it by maximizing the log evidence lower bound (ELBO) [24]:

$$ L_{\text{elbo}} = \mathbb{E}[\log p_\theta(x_0 | x_1) - \sum_{t=1}^T D_{KL}(q(x_{t-1} | x_t, x_0) \| p_\theta(x_{t-1} | x_t)) - D_{KL}(q(x_T | x_0) \| p(x_T)) ] $$

(2)

where $D_{KL}$ denote the KL-divergence.

In practice, diffusion models use a noise prediction network $\epsilon_\theta(x_t, t)$ to estimate the noise component of the noisy sample $x_t$ at time step $t$. Therefore, the loss function in Eq. 2 can be simplified as follow [14]:

$$ L_{\text{simple}} = \| \epsilon_\theta(x_t, t) - \epsilon \|^2 $$

(3)

where $\epsilon$ represent the noise component of $x_t$ and we have $x_t = \alpha_t x_0 + \beta \epsilon$ according to Eq. 1. In most diffusion models, the noise $\epsilon$ is sampled from standard normal distribution $\mathcal{N}(0, I)$ when generating noisy sample $x_t$.

When the noise prediction network $\epsilon_\theta(x_t, t)$ is trained, diffusion models define a generation process to obtain samples. This process begins with noisy data sampled from $p(x_T)$, yielding progressively cleaner samples $x_{T-1}, x_{T-2}, \ldots, x_0$ via the learned distribution $p_\theta(x_{t-1} | x_t)$. This process needs $T$ forward of the noise prediction network $\epsilon_\theta$ to obtain final sample $x_0$. To hasten this, many studies tried to reduce the number of time steps to $K < T$. They proposed many advanced samplers to compensate for the loss of sample quality caused by reducing time steps. But most of them overlooked optimal time step selection and usually sampled new time steps based on simple functions. For example, DDIM [36] select time steps in the linear or quadratic procedure. The linear procedure generate new time steps sequence with length $K$ such that $\{0, \frac{T}{K}, \ldots, \frac{K}{K}\}$. Our key contribution is searching the $K$-length optimal time steps sequence for diffusion models.

2.2. Neural Architecture Search

The aim of NAS algorithms is to automatically search for an appropriate neural network architecture within an extensive search space. NAS is composed of three essential components: the search space, the search strategy, and the performance estimation strategy [9]. The search space specifies the set of architectures to be explored and determines the representation of candidate neural networks. The search strategy outlines the approach employed to explore the search space. Typically, the strategy involves selecting a new candidate from the search space based on the performance estimation of the currently selected candidate. The performance estimation strategy defines the approach for evaluating the performance of a candidate neural network in the search space. An effective performance estimation strategy ensures accurate and swift evaluations, underpinning both the efficacy and speed of the NAS [44].

NAS algorithms have been applied to design suitable network architecture in various fields. Therefore, in this work, we aim to optimize the time steps and architecture of diffusion models using this technique.

2.3. Fast Sampling For Diffusion Models

Numerous studies aim to improve the generation speed of diffusion models. Some approaches model the generation process with SDEs or ODEs, leading to training-free samplers [36, 20, 21]. However, when the number of steps drops below 10, these methods often degrade image quality [3]. Other methods accelerate diffusion models via knowledge distillation [34, 23, 3] or by learning a fast sampler [40]. For example, progressive distillation (PD) uses knowledge distillation to halve the number of time steps [34]. This distillation is iteratively conducted until the number of steps is less than 10, often demanding substantial computational resources. DDSS treats sampler design as a differentiable
3. Method

In this section, we introduce our AutoDiffusion, which aims to search for the optimal time steps sequence and architecture for given diffusion models. The overview of our method is shown in Fig. 2. In the following contents, we first discuss the motivation of our method in Sec. 3.1. Then, we introduce the search space in Sec. 3.2. After that, we elaborate the performance evaluation in Sec. 3.3. Finally, we introduce the evolutionary search in Sec. 3.4.

3.1. Motivation

Many well-recognized theories pointed out that the generation process of diffusion models is divided into several stages, in which the behavior of diffusion models is different at each stage [5, 7]. For example, Ref [5] illustrated that the behavior of diffusion models at each time step can be classified into creating coarse features, generating perceptually rich contents, and removing remaining noise. Intuitively, the difficulty of these tasks is different. In other words, the denoise difficulty of diffusion models varies with the time steps. Inspired by these studies, we hypothesize that the importance of each time step in the generation process is different. In this case, we argue that there exists an optimal time steps sequence for diffusion models among all possible time steps sequences.

To investigate our hypothesis, we conduct an experiment in which we obtain samples, denoted as $x_t$, and calculate the Mean Squared Error (MSE) $\|x_t - x_{t+100}\|^2$ for each time step $t$. The results are presented in Fig. 3, which shows that the samples obtained for $t \in [600, 1000]$ are dominated by noise and thus illegible. Conversely, when $t \in [300, 600]$, the diffusion model generated the main contents of the image, and the objects in the generated image become recognizable. It is observed that the diffusion model primarily removes noise at $t \in [0, 300]$, resulting in similar samples for $t \in [0, 300]$. Furthermore, Fig. 3 indicates that the MSE is low at $t \in [0, 100]$ and $t \in [700, 900]$, while it becomes high at $t \in [200, 600]$. Based on the findings in Fig. 3, it is apparent that different time steps play varying roles in the generation process of diffusion models. Specifically, when $t$ is small or large, the content of the generated samples changes slowly. In contrast, when $t$ is in the middle, the content changes rapidly. Therefore, we contend that uniform time steps are suboptimal and that an optimal time step sequence exists for the generation process of diffusion models. Further, since the denoise difficulty varies depending on time steps, we believe that the model size of the noise prediction network is not necessarily the same at each time step. Thus, we search the time steps and architectures in a unified framework.

3.2. Search Space

In this section, we discuss how the search space is designed in AutoDiffusion. Given a diffusion model with timesteps $[t_1, t_2, \cdots, t_T]$ ($t_i < t_{i+1}$), it needs $T$ calls of the noise prediction network $\epsilon_\theta$ to yield a batch of images. To accelerate the generation process, two approaches are usually employed: reducing the number of time steps or the number of layers in the $\epsilon_\theta$. To this end, we propose a search space comprising two orthogonal components: 1) the temporal search space that takes time steps as the searched object; 2) the spatial search space that takes the architectures of the noise prediction network $\epsilon_\theta$ as the searched object. In our search space, the candidate $\text{cand}$ is defined as follows:

$$
\text{cand} = \{\mathcal{T} = [t'_1, t'_2, \cdots, t'_K]; \mathcal{L} = [L_1, L_2, \cdots, L_K], 0 < t'_{i+1} - t'_i < t_T - t_1, t'_i \in [t_1, t_2, \cdots, t_T] (i = 1, 2, \cdots, K)\}
$$

where $\mathcal{T}$ denotes the sampled time steps sequence, and $[t'_1, t'_2, \cdots, t'_K]$ is a sub-sequence of the original time steps sequence $[t_1, t_2, \cdots, t_T]$. $\mathcal{L}$ denotes the sampled architectures, where $L_i = [l_{i1}, l_{i2}, \cdots, l_{in_i}]$ is the architecture of the noise prediction model at time step $t'_i$. $n_i$ is the number of architecture layers at time step $t'_i$, which must be no more than the layers number of $\epsilon_\theta$. Each $l'_i \in L_i$ represents one layer of the noise prediction network $\epsilon_\theta$ at time step $t'_i$, thus $L_i$ can be viewed as a sub-network of $\epsilon_\theta$. In practice, we constrain the sum of model layers at each time step to be no more than $N_{max}$, i.e. $\sum_{i=1}^{K} n_i \leq N_{max}$, where $N_{max}$ is determined according to the expected generation speed of diffusion models.

In the temporal aspect, we search for the optimal time steps sequence among all possible time steps. In the spatial aspect, we search for the model layers of the noise prediction network at each time step. Therefore, we can search for the best time steps sequence and the compressed noise.
prediction model in a unified framework. Notably, the subnetwork $L_i$ may not be the same across all time steps during the search, as the difficulty of denoising varies at different time steps. We believe that the number of layers $n_i$ at each time step $t_i'$ reflects the level of denoising difficulty at $t_i'$.

Since the noise prediction networks $\epsilon$ are usually U-Net, we don’t add up-sample or down-sample layers into the search space. In practice, if a model layer is not selected in a candidate, the model layer will be replaced by a skip connection. Besides, the searched sub-networks of $\epsilon$ are not retrained or fine-tuned in the search process.

### 3.3. Performance Estimation

After the search space is determined, we need to select evaluation metrics to provide fast and proper performance estimation for the search process. There are two classes of evaluation metrics that may meet the requirements, one is the distance between learned distribution $p_\theta(x_{t_i-1} | x_{t_i})$ and posteriors $q(x_{t_i-1} | x_{t_i}, x_0)$, the other is the distance between the statistics of generated samples and real samples.

The distance between distribution $p_\theta(x_{t_i-1} | x_{t_i})$ and posteriors $q(x_{t_i-1} | x_{t_i}, x_0)$ is usually estimated using KL-divergence. Therefore, the performance estimation of a sorted candidate time steps $[t'_1, t'_2, \cdots, t'_K]$ can be obtained by using KL-divergence [24] as follows:

$$L = L_{t'_1} + L_{t'_2} + \cdots + L_{t'_K}$$

$$L_{t'_i} = \begin{cases}
D_{KL}(q(x_{t'_i} | x_0) || p(x_{t'_i})), & t'_i = t_T \\
-D \log p_\theta(x_{t'_i} | x_{t'_i-1}), & t'_i = 0 \\
D_{KL}(q(x_{t'_i} | x_{t'_i+1}, x_0) || p_\theta(x_{t'_i} | x_{t'_i+1})), & \text{others}
\end{cases}$$

(5)

Given a trained diffusion model, the image $x_0$ sampled from the training dataset, and the candidate time steps $[t'_1, t'_2, \cdots, t'_K]$, we use Eq. 5 to calculate the KL divergence, which allows a fast performance estimation. However, prior work has pointed out that optimizing the KL-divergence can not improve sample quality [41, 37]. To verify this conclusion, we use the time steps sequence $[t_1, t_2, \cdots, t_T]$ of a diffusion model trained on ImageNet 64 x 64 as the search space. Then, we sample subsequences $[t'_1, t'_2, \cdots, t'_K]$ from this search space randomly and calculate the FID score, sFID score, IS score, precision, recall, and the KL-divergence of these subsequences. After that, we analyze the relevance between FID, sFID, IS, precision, recall, and KL-divergence of these subsequences by calculating the Kendall-tau [17] between them. Tab. 1 shows that the Kendall-tau values between all these metrics and KL-divergence are low, which means that the KL-divergence can not represent the sampled quality.

<table>
<thead>
<tr>
<th>FID</th>
<th>sFID</th>
<th>IS</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.126</td>
<td>0.200</td>
<td>-0.126</td>
<td>-0.190</td>
<td>-0.165</td>
</tr>
</tbody>
</table>

Table 1. Kendall-tau [17] between matrices and KL-divergence.

diffusion models by minimizing KID loss [40]. Inspired by this work, we use FID score as the performance estimation metric. The FID score is formulated as follows [13]:

$$\text{Score} = ||m_r - m_g||_2^2 + \text{Tr} \left( C_r + C_g - 2(C_rC_g)^{1/2} \right)$$

(6)

where $m_r$ and $m_g$ are the mean of the feature of real samples and generated samples; while $C_r$ and $C_g$ are covariances of the feature of real samples and generated samples. Usually, the feature of generated samples and real samples can be obtained by pretrained VGG [35] models.

However, we must generate at least 10k samples when calculating precise FID scores, which will slow down the search speed. To address this, we reduce the number of samples for calculating FID scores. We apply Kendall-tau [17] to determine the reduced number of samples. Specifically, we still use the full time steps sequence $[t_1, t_2, \cdots, t_T]$ as search space and sample $N_{seq}$ subsequences $[t'_1, t'_2, \cdots, t'_K]$ randomly from it. Then, we generate 50k samples using each of these subsequences and obtain corresponding FID scores $\{F_1, F_2, \cdots, F_{N_{seq}}\}$. After that, we obtain a subset of $N_{sam}$ samples from 50k samples and calculate their FID score $\{F'_1, F'_2, \cdots, F'_{N_{sam}}\}$. We calculate the Kendall-tau between $\{F_1, F_2, \cdots, F_{N_{seq}}\}$ and $\{F'_1, F'_2, \cdots, F'_{N_{sam}}\}$. The optimal number of samples is the minimum $N_{sam}$ that makes Kendall-tau greater than 0.5.

### 3.4. Evolutionary Search

We utilize the evolution algorithm to search for the best candidate from the search space since evolutionary search is widely adopted in previous NAS works[28, 11, 12, 19]. In the evolutionary search process, given a trained diffusion model, we sample candidates from the search space randomly using Eq. 4 to form an initial population. For each candidate, we generate samples by utilizing the candidate’s time steps and corresponding architecture. After that, we calculate the FID score based on the generated samples. At each iteration, we select the Top $k$ candidates with the lowest FID score as parents and apply cross and mutation to generate a new population. To perform cross, we randomly exchange the time steps and model layers between two parent candidates. To perform mutation, we choose a parent candidate and modify its time steps and model layers with probability $p$.

When searching for time steps and architectures, we utilize a two-stage evolutionary search. Specifically, we use the full noise prediction network and search time steps only in the first several iterations of the evolutionary search. Then, we search the time steps and model architectures together in the remaining search process.
4. Experimentation

4.1. Experiment Setting

In order to demonstrate that our method is compatible with any pre-trained diffusion models, we apply our method to prior proposed diffusion models. Specifically, we experiment with the ADM and ADM-G models proposed by Pratfulla et al. [8] that trained on ImageNet $64 \times 64$ and LSUN dataset [43]. In addition, we applied our method on Stable Diffusion [29] to verify the effectiveness of our method on the text-to-image generation task. Besides, we also combine our method with DDIM [36], PLMS [20], and DPM-solver [21] and apply them to the Stable Diffusion to demonstrate that our proposed method can be combined with most of the existing advanced samplers and improve their performance. In all experiments, we use the pre-trained checkpoint of these prior works since our method does not need to retrain or fine-tune the diffusion models.

Our method optimizes the generation process of diffusion models from the perspective of both time steps and architecture. Sec. 4.2 illustrates that we can accelerate the generation process by only searching for the optimal time steps. And on this basis, Sec. 4.4 demonstrates that we can improve the sample quality and generation speed further by searching time steps and architecture together. In all experiments, the hyperparameters of evolution algorithm search are set as follows: we set the population size $P = 50$; top number $k = 10$, mutation probability $p = 0.25$, max iterations $MaxIter = 10$ when searching for time steps only, and $MaxIter = 15$ when searching for time steps and architectures. For the experiments without our methods, the diffusion models generate samples with uniform time steps and the full noise prediction network. Besides, all experiments with ADM or ADM-G use DDIM [36] sampler. We evaluate the quality of generated images with FID and IS scores as most previous work.

4.2. Quantitative and Qualitative Results

We apply our method with the pre-trained ADM-G and ADM on various datasets, and the results are shown in Tabs. 2 to 3. Note that we only search time steps without searching model layers of the noise prediction network in these experiments. Our method can improve the sample quality significantly of diffusion models in the few-step regime. In particular, our method exhibits impressive performance when the number of time steps is extremely low. For example, the FID score of ADM-G on ImageNet $64 \times 64$ is 138.66, and our method can reduce it to 17.86, which shows that our method can generate good samples in the extremely low-step regime.

We combine our method with DPM-Solver [21], DDIM [36], and PLMS [20] to demonstrate that our method can be integrated with advanced samplers. Fig. 4 shows that our method can improve the sample quality based on these samplers, especially in the low-step case where steps = 4. These results illustrate that our method can be combined with most advanced samplers to further improve their performance. In addition, Fig. 4 illustrates that the samplers with our method can achieve admirable performance within 10 steps, which is $2 \times$ faster than the samplers without our method.

Fig. 5 shows the generated samples for Stable diffusion using DPM-Solver with and without our method in a few-
4.3. Migrate Search Results

We observe that the guidance scale in the generation process influences the search results significantly, and an optimal time steps sequence derived from one diffusion model can be transferred to another using the same guidance scale. Specifically, we search the optimal time steps sequence of length 4 for ADM-G on the ImageNet $64 \times 64$ at guidance scales 1.0 and 7.5. The distribution of searched time steps for ADM-G with these guidance scales differ significantly, as shown in Fig. 7(a) and Fig. 7(b). Further, using a 7.5 guidance scale, we apply the optimal time steps of ADM-G on ImageNet $64 \times 64$ to Stable Diffusion on COCO dataset, achieving an FID score of 24.11. In comparison, uniform time steps and the optimal time steps specifically searched for Stable Diffusion lead to FID scores of 38.25 and 20.93. This result suggests that we can obtain a desirable time steps...
sequence without repeating the search process when given a new diffusion model with the same guidance scale. However, we also find that applying the searched results from Stable Diffusion with guidance scale of 7.5 to ADM-G with guidance scale of 1.0 results in poor sample quality. This implies that the searched results from diffusion models with different guidance scales might not be transferable.

### 4.4. Search for Time Steps and Architecture

We find that our method can achieve satisfactory performance when searching time steps only, but the performance can be further improved by searching model layers together with time steps. In this case, we constrain the sum of model layers at each time step to be less than $N_{\text{max}}$. We repeat the experiment under $N_{\text{max}} = 232$, $N_{\text{max}} = 350$, and $N_{\text{max}} = 580$, while the number of layers in noise prediction model is fixed to 58. After searching, we evaluate the FID score and IS score of diffusion models using the searched time steps and model layers. Besides, we also evaluate the performance of the diffusion model that only uses the searched time steps without using the searched model layers (e.g., these diffusion models use a full noise prediction network to generate samples). In all these experiments, we don’t retrain or fine-tune the searched subnet of the noise prediction network.

Tab. 4 illustrates that the diffusion model with the searched model layers outperforms the model that employs a full noise prediction network in terms of both FID scores and generation speed. This result suggests that certain layers in the noise prediction network are superfluous. We conduct an analysis on the searched architecture of Tab. 4. We prune entire residual block and attention block from the noise prediction network in these experiments and observe that the importance of residual and attention blocks varies with the time-step length. Both residual and attention blocks are equally essential for the small time-step length, but attention blocks became increasingly important with more steps.

### 4.5. Comparison to the Prior Work

We experiment with the DDPM provided by Alexander et al. [24] on ImageNet $64 \times 64$ against DDSS [40] which proposed to optimize the noise and time step schedule with differentiable diffusion sampler search. Tab. 5 demonstrates that our method can achieve a better FID score and IS score than DDSS.

### 4.6. The efficiency of AutoDiffusion

AutoDiffusion is highly efficient and surpasses existing methods that demand additional computational resources such as PD [34] and DDSS [40] in computational resource requirements. AutoDiffusion uses a training-free search to determine time steps and diffusion models architecture, with search time depending on image resolution, time step length, and model size. Tab. 6 demonstrates the superior efficiency of AutoDiffusion compared to DDSS and PD. The computational resource required by DDSS and PD is approximately $3.15 \times$ and $279 \times$ that of AutoDiffusion.

<table>
<thead>
<tr>
<th>Method \Steps</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDSS</td>
<td>55.14 / 12.9</td>
<td>37.32 / 14.8</td>
<td>24.69 / 17.2</td>
</tr>
<tr>
<td>Ours</td>
<td>46.83 / 11.4</td>
<td>26.12 / 15.1</td>
<td>23.29 / 14.8</td>
</tr>
</tbody>
</table>

Table 5. FID score / IS score for our method against DDSS for the DDPM trained on ImageNet $64 \times 64$ with $L_{\text{simple}}$ [24]

<table>
<thead>
<tr>
<th>Approach</th>
<th>Steps</th>
<th>Method Type</th>
<th>Total Cost (GPU days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AutoDiffusion</td>
<td>5</td>
<td>Training-free Search</td>
<td>1.125</td>
</tr>
<tr>
<td>DDSS</td>
<td>5</td>
<td>Reparameterization</td>
<td>3.55</td>
</tr>
<tr>
<td>Progressive Distil.(PD)</td>
<td>4</td>
<td>Distillation</td>
<td>359</td>
</tr>
<tr>
<td>Progressive Distil.(PD)</td>
<td>8</td>
<td>Distillation</td>
<td>314</td>
</tr>
</tbody>
</table>

Table 6. Efficiency comparison. We assessed the computational resource demand of AutoDiffusion, PD, and DDSS using our reconstructed Improved-Diffusion codebase and ImageNet $64 \times 64$ on a single V100 GPU. For DDSS, we approximated the computational resource consumption by running 50k training steps of U-Net and multiplying the training time by the time steps, as it executes the entire generation process in each training step.
5. Conclusion

In this paper, we propose AutoDiffusion to search the optimal time steps and architectures for any pre-trained diffusion models. We design a unified search space for both time steps and architectures, and then utilize the FID score as the evaluation metric for candidate models. We implement the evolutionary algorithm as the search strategy for the AutoDiffusion framework. Extensive experiments demonstrate that AutoDiffusion can search for the optimal time steps sequence and architecture with any given number of time steps efficiently. Designing more sophisticated methods that can evaluate the performance of diffusion models faster than FID score can improve the search speed and performance of AutoDiffusion, which we leave as future work.
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