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Abstract

Efficiently deploying deep neural networks on low-
resource edge devices is challenging due to their ever-
increasing resource requirements. To address this issue,
researchers have proposed multiplication-free neural net-
works, such as Power-of-Two quantization, or also known
as Shift networks, which aim to reduce memory usage and
simplify computation. However, existing low-bit Shift net-
works are not as accurate as their full-precision counter-
parts, typically suffering from limited weight range encod-
ing schemes and quantization loss. In this paper, we pro-
pose the DenseShift network, which significantly improves
the accuracy of Shift networks, achieving competitive per-
formance to full-precision networks for vision and speech
applications. In addition, we introduce a method to de-
ploy an efficient DenseShift network using non-quantized
floating-point activations, while obtaining 1.6× speed-up
over existing methods. To achieve this, we demonstrate that
zero-weight values in low-bit Shift networks do not con-
tribute to model capacity and negatively impact inference
computation. To address this issue, we propose a zero-
free shifting mechanism that simplifies inference and in-
creases model capacity. We further propose a sign-scale
decomposition design to enhance training efficiency and
a low-variance random initialization strategy to improve
the model’s transfer learning performance. Our extensive
experiments on various computer vision and speech tasks
demonstrate that DenseShift outperforms existing low-bit
multiplication-free networks and achieves competitive per-
formance compared to full-precision networks. Further-
more, our proposed approach exhibits strong transfer learn-
ing performance without a drop in accuracy. Our code was
released on GitHub.
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Figure 1: Benchmark low-bit DenseShift networks over
SOTA low-bit Shift networks on ImageNet using the
ResNet-18 model architecture.

1. Introduction

Deep neural networks have demonstrated superior per-
formance in diverse applications such as image classifica-
tion, object detection, and image segmentation [17, 27, 6],
and speech [29]. However, despite the high accuracy of
multiplication-based deep neural networks, their comput-
ing resource requirement makes their deployment challeng-
ing, especially on low-resource devices. Recent research
has explored multiplication-free neural networks that re-
duce memory footprint and overall energy consumption to
address this issue.

Existing works on multiplication-free neural networks
include binary [8], and ternary quantization [21]. They re-
spectively constrain their weights in the range of {±1} and
{0}∪{±1}, in order to replace multiplication computations
with less expensive operations such as a sign flip operator.

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
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These low-bit quantization techniques make it possible to
deploy deep learning models on resource-constrained edge
devices. Moreover, [44] trades the multiplication operation
with the addition operation, and [12, 22, 36] use the bit-
shift operator to build power-of-two (PoT) quantized net-
works, known as Shift networks. Shift networks built upon
a ternary base have a weight space of {0} ∪ {±2p}. This
means that multiplication operations can be replaced with
bit-wise shift operations, which have highly efficient hard-
ware implementations. In fact, [36] showed that with 4-bit
weights and 8-bit activations, the shift-based MAC unit de-
signed for Shift networks outperformed its counterpart for
traditional uniform quantization by 2.4× energy saving and
20% chip area saving using Samsung 5nm.

A recent study [22] proposes a weight reparameteri-
zation scheme S3 for Shift network training, which sig-
nificantly improves the accuracy of the ImageNet classi-
fication task under sub-4bits weight and does not require
full-precision pre-training. However, S3 has the follow-
ing shortcomings: i) Existing Shift networks, including S3,
only support quantized activations during inference, limit-
ing their performance gains and usefulness in various sce-
narios; ii) S3 is only benchmarked on image classification
and exhibits significant performance degradation under 2-
bit weight; iii) Transfer learning tasks are unexplored.

In this study, we identify and address design limitations
in current low-bit Shift networks through a detailed analy-
sis, resulting in the proposal of DenseShift network. Our
novel designs significantly enhance model capacity, infer-
ence efficiency, and transferability. The contributions of this
study are outlined below.

First, our analysis reveals that zero weights in low-bit
Shift networks reduce model capacity under limited bit
widths. To address this issue, we propose a zero-free shift-
ing mechanism that removes zero values from the weight
space. This design enhances model representation capacity
and improves performance under low-bit conditions, sur-
passing existing low-bit Shift networks.

Second, we introduce a novel inference approach for
DenseShift networks that supports both floating-point and
quantized activations. Our approach accelerates the dot-
product computation by 1.6× on ARMv8 CPU under FP16.
Notably, DenseShift is the first Shift network that enables
inference with non-quantized floating-point activations and
the first to demonstrate performance improvement without
relying on dedicated hardware such as ASIC or FPGA.

Third, we propose an efficient training algorithm
for DenseShift networks adapted from the weight re-
parameterization techniques [22]. Our sign-scale decom-
position method breaks down the discrete weights into a bi-
nary sign term and a power-of-two scale term, and recur-
sively re-parameterizes the exponent of the scale term as a
combination of binary variables. This enables us to train

low-bit DenseShift networks from a random initialization,
achieving performance that is comparable to full-precision
networks.

Fourth, while prior research works suffer from severe
performance degradation when transferred to a new task,
we propose a low-variance random initialization strategy to
improve the model’s performance in transfer learning sce-
narios. We demonstrate that the weight values tend to gather
towards the original point of the re-parameterization space
during the initial stage of training, and as a result, a greater
gradient signal is needed to push them to pass the threshold
when the weights are randomly initialized with a large vari-
ance. By reducing the variance of weight initialization, the
DenseShift network can be easily adapted to different tasks
while maintaining competitive performance.

We conducted extensive experiments to evaluate the per-
formance of our DenseShift network compared to various
baselines on a diverse set of tasks across different fields.
The results show that our proposed DenseShift network out-
performs the state-of-the-art Shift network on the ImageNet
classification task and achieves comparable performance to
full-precision networks while having higher inference com-
putational efficiency. As summarized in Fig. 1, DenseShift
network performs significantly better in low-bit settings, es-
pecially under 2-bit condition. Specifically, our 2-bit and
3-bit quantized ResNet-18 on the classification task achieve
68.90% and 70.57% Top-1 accuracy respectively. More-
over, we demonstrate that our low-bit DenseShift networks
can achieve full-precision performance in transfer learning
scenarios across different domains, including computer vi-
sion and speech tasks. This study is the first to demonstrate
this capability, to the best of our knowledge.

2. Related Works
Different approaches have been suggested to replace the

expensive multiplication operation to mitigate the computa-
tional complexity of neural networks. Low-bit neural net-
works with binary weights [8, 39] or ternary weights [21]
are examples of multiplication-free networks. While com-
putationally inexpensive, their major flaw lies in the accu-
racy gap compared to their full-precision counterparts, as
they suffer from under-fitting on large datasets. There are
also works that utilize computationally cheaper operations,
such as addition operations [5, 44, 46], square operations
[35], or bit-shift operations [49, 14, 12, 31]. Compared
to using binary or ternary weights, these methods achieve
a low accuracy drop on large datasets but require higher
weight representation bit-width as a trade-off. Some other
works try to improve the performance of multiplication-free
neural networks by using both addition and bit-shift opera-
tions [47], a sum of binary bases [25, 48], or sum of shift
kernels [23], however, they remain computational costly as
more operations are used per kernel.
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Figure 2: The multiplication between a float number and
a positive or negative power-of-two integer can be imple-
mented by an integer addition instruction, which allows
DenseShift networks inference on most existing hardware
efficiently. The FP16 dot-product computation achieved
1.6× speed up on ARM A57 CPU using this technique as
discussed in Sec. 3.1.1.

In order to improve the accuracy of Shit networks un-
der low-bit, [49] propose to fine-tune the pre-trained full-
precision weights with a power-of-two quantizer in a group-
by-group manner. [12] proposed a power-of-two quantizer
design which allows training Shift networks from scratch.
However, initialization with a pre-trained full-precision
checkpoint is still critical for achieving high accuracy under
low-bit. [22] proposes a weight reparameterization tech-
nique S3 for training low-bit Shift networks. It points out
the design flaw of the weight quantizer for low-bit Shift net-
works and proposes to decompose a discrete parameter in a
sign-sparse-shift 3-fold manner to improve ImageNet clas-
sification accuracy under sub-4bits conditions significantly
and no longer rely on full-precision pre-training.

3. DenseShift Network

The following section introduces the proposed Dense-
Shift network, highlighting the benefits for inference de-
ployment, and providing a detailed analysis of weight en-
coding space, training mechanisms and weight initialization
strategies employed.

3.1. DenseShift with Zero-Free Shifting

Typical Shift networks use a weight space with n-bits
to encode weight values, allowing up to 2n discrete values.
However, since the values are usually centred around zero,
the utilization rate of the encoding space is reduced when
zero is included. This becomes significant under low-bit
conditions, particularly when n ≤ 4.

Taking n = 2 bits as an example, the weight space allows
for 4 discrete weight values to be encoded. In a typical Shift
network, these would include w = {−1, 0,+1}, ignoring
the potential for adding a fourth weight value. In Dense-
Shift however, as there is no zero-value, we can now encode
weight values of w = {−2,−1,+1,+2} with the same

number of bits. This increases the overall range of weight
values supported, allowing DenseShift to significantly out-
perform existing Shift networks, especially under low-bit
weight conditions as summarized in Fig. 1.

3.1.1 Inference with floating-point activation

The Zero-Free Shifting design also brings additional bene-
fits to inference. To the best of our knowledge, all existing
Shift networks rely on using quantized activations in order
to effectively replace the multiplication between the power-
of-two weights and activations with bit-shift instructions.
However, there are some challenges with quantized activa-
tions when applied in practice. For instance, in LSTM and
Transformer models, many operators, such as softmax or
addition, are unable to compute directly with the quantized
activations. Instead, it must first dequantize in order to com-
pute, then re-quantize the results, which leads to extra infer-
ence latency. This is also seen with large language models
(LLM) as shown in [10] where 8-bit quantization could not
maintain full-precision performance on LLMs with mod-
els that exceeded 6.7 billion parameters because the fixed-
point quantization can not handle activations with a large
dynamic range well, leading to a significant accuracy degra-
dation of the LLMs. These issues above impair the perfor-
mance gains or usability of the existing power-of-two quan-
tization methods.

In this work, we propose a method to calculate the mul-
tiplication between a floating-point number and positive or
negative power-of-two numbers using integer addition in-
structions. Our approach allows DenseShift networks to
perform inference directly on non-quantized floating point
activations, thus avoiding the above issues.

In the following section, we describe how to achieve
equivalent multiplication between floating-point numbers
and power-of-two numbers using lower-bit integer addition.
A floating-point number is obtained by Eq. 1.

fl(x) = (−1)xs × 2xe+ebias × (1 +
xm

2mbits − 1
), (1)

Where fl(·) is the float representation, xs is the sign bit
value, xe is the unsigned integer value represented by the
exponent bits, xm is the unsigned integer value represented
by the mantissa bits, and mbits is the mantissa bit-width and
ebias the constant exponent bias value defined in the floating-
point standard. For the 32-bit float format defined in the
IEEE 754 standard, mbits = 23 and ebias = −127.

From the floating-point representation, it is clear that the
multiplication of a floating-point value with a power-of-two
number is equivalent to adding a corresponding integer to
the exponent bit of the floating-point number. The nega-
tion of a floating-point number is equivalent to performing
a bit-flip on the sign bit, which can be achieved by adding
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one to the sign bit. Therefore, the multiplication of a float
number with a positive or a negative power-of-two number
can be performed by one single lower-bit integer addition
operation on its sign and exponent bits as described in Fig.
2. As an example, the multiplication between a 32-bit float
number and a positive or negative power-of-two integer can
be implemented with a 9-bit integer adder on its sign bit
and exponent bits. Related works [19, 40] show that replac-
ing floating-point multiplication with fixed point addition
can save 37× energy cost and 56× chip area cost at 32-bit,
and using an 8-bit integer adder can further reduce 3.3× en-
ergy cost and 3.8× chip area. This highlights the potential
of DenseShift networks to reduce power consumption and
chip area for AI chips.

Furthermore, our proposed DenseShift inference ap-
proach is compatible with the existing hardware. Thanks to
its Zero-Free Shifting design, the multiplication instruction
in the DenseShift inference can be replaced by one single
integer addition instruction which requires fewer execution
cycles in general as described in Eq. 2 and Fig. 2.

fl(2px) = Adduint(fl(x), fl(2
p+ebias)) (2)

Where fl(·) is the float representation, ebias the constant
exponent bias value defined in the floating-point standard.
Adduint(·, ·) is the integer addition.

Unlike the UINT8 and UINT16 formats, widely sup-
ported by existing hardware, the FP8 and FP16 formats
have relatively limited hardware support. This is because
floating-point numbers have the disadvantage of significant
calculation error under lower bits, which can not satisfy the
needs of many computing tasks. As a result, most existing
hardware do not support low-precision floating-point arith-
metic. They are reserved for data storage or only supported
by limited operators. For instance, ARMv8 and X86 AVX2
instruction sets do not support FP16 arithmetic. When an
operation is required, it is necessary to convert the FP16 to
FP32 in registers before the operation and convert it back af-
terward. The same strategy is used by NVIDIA GPUs while
processing FP8 [34]. On this hardware, we can use the
corresponding unsigned int addition to replace the floating-
point multiplication instruction, which has the potential to
achieve inference speed up. It’s important to note that our
proposed approach is not applicable to zero-multiplication,
as it necessitates additional operations for implementation,
making it less efficient on general hardware. This under-
scores the advantages of our zero-free shifting design.

As a proof-of-concept, we implement DenseShift us-
ing this technique and compare it to floating-point dot-
product using a vectorized software implementation. Both
weights and activations are provided to the compute kernel
as FP16. The DenseShift kernel performs bit-wise manip-
ulation and adds the sign and exponents of the weight and
activation values together (see Fig. 2), effectively replacing
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Figure 3: Compare the Multiply-Accumulate (MAC) oper-
ations in Shift and DenseShift for quantized activation. The
DenseShift MAC is more efficient as its wi excludes zero.

the floating-point multiplication with a simple integer addi-
tion. The result of this integer addition is then cast back to
FP32 for accumulation. This implementation is compared
to the dot-product baseline adapted from the FP16 GEMM
kernel of the open-source inference library NCNN [33] for
the ARMv8 hardware. All experiments were run on ARM
A57 CPU using NEON SIMD architecture and count the
average time consumption. We run experiments for 4096
data points. The results averaged over 1000 runs show that
the latency for the floating-point dot-product and our pro-
posed technique are 5.98µs and 3.76µs, respectively. In
other words, DenseShift kernel using the proposed floating-
point technique obtains 1.6× speed-up.

Our DenseShift implementation can be further optimized
to reduce overall memory consumption requirements; since
the weight values are constrained to power-of-two numbers,
their mantissa will always be zero and thus are not needed
in the compute kernel. Instead, only the weight’s sign and
exponent are sent to the compute kernel, requiring only 7
bits, and can be represented with a single unsigned 8-bit
integer. In addition, our proposed approach has the potential
to be extended to other neural network layers beyond matrix
multiplication for efficient computation.

3.1.2 Inference with quantized activation

With a zero-free weight space design, DenseShift simplifies
the inference computation on fixed-point quantized activa-
tions as well. Figure 3 compares the Multiply-Accumulate
(MAC) operation between DenseShift and Shift networks.
The Shift network MAC kernel requires special handling
when wi = 0, as shown in Fig. 3a, which bypasses sign-
flip and bit-shift operations and pass a value of xi = 0 to
the accumulator instead. Since DenseShift guarantees that
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wi will never be zero, this branch is no longer required, as
shown in Fig. 3b. Therefore, the inference computation in
DenseShift networks is simpler and more efficient than in
existing Shift networks. A NEON SIMD dot-product ker-
nel was developed on an ARM A57 CPU to demonstrate
DenseShift ’s computational efficiency over existing Shift
networks. The experiments were performed with INT8 for
4096 data points, and the results showed that DenseShift
kernel had a 1.48× speed-up compared to a Shift kernel im-
plementation, with the latency of 1.79µs and 2.65µs, re-
spectively.

Aside from experimental demonstration, we also theo-
retically show that removing zeros from the weight space
doesn’t affect the representation power of DenseShift mod-
els, see the Supplementary Material. Thoerem 1 confirms
that there is a DenseShift network that can reach to the same
accuracy as any Shift network if properly trained. Theo-
rem 2 shows there is a DenseShift network that can attain
the same capacity compared with a full-precision network.

3.2. Sign-Scale Decomposition for Efficient Train-
ing

This section discuss the training algorithm for Dense-
Shift and how to achieve a performance comparable to its
full-precision counterpart. We propose to use sign-scale de-
composition inspired by [22] which design for Shift net-
works with zero weights. Our training method decomposes
the discrete weights of DenseShift networks into two parts:
a binary base term wsign and a PoT scale term which shifts
the input activation for S bits:

wshift = {21(wsign)− 1}︸ ︷︷ ︸
Sign

Scale︷︸︸︷
2ST , (3)

where 1(·) is the Heaviside function mapping all positive
values to one and the remaining to zero.

Next, we recursively re-parameterize the shifting param-
eter S as a combination of t binary variables to address the
weight freezing problem:

S0 = 0, St = 1(wt)(St−1 + 1), 1 ≤ t ≤ T. (4)

In the following, we demonstrate the re-parameterization on
positive S values using 3-bit case as an example, and the
negative S values can be obtained by adding a constant bias
term. We define a 3-bit DenseShift network with discrete
weights wshift ∈ {±1,±2,±4,±8}. This network can be
re-parameterized as:

S3 = 1(w3){1(w2){1(w1) + 1}+ 1}, (5)
wshift = {21(wsign)− 1}2S3 . (6)

𝑤

𝑺𝟑 = 𝟎 𝑺𝟑 = 𝟏 𝑺𝟑 = 𝟐 𝑺𝟑 = 𝟑
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Figure 4: Top Left: The optimization space of the shift-
ing parameter S3 defined by the sign-shift quantizer adapted
from [12]. The arrow direction represents the moving direc-
tion of the continuous weight w in the optimization space
when the gradient update of the shifting parameter ST is
positive. Bottom Left: The actual continuous weight his-
togram variation of S3 defined by the 3-bit sign-shift quan-
tizer during training. Top Right: The phase plane of the re-
parameterization space of S2 defined by a recursive product
of binary variables (∂w2

∂t = 1(w1)+1, ∂w1

∂t = 1(w2)). Bot-
tom Right: Some sampled actual weight traces of S2 on the
optimization space defined by a recursive product of binary
variables during training. The weight trajectories show that
the S2 values can quickly move among multiple discrete
values during training and are no longer limited to the two
adjacent values of the quantizer’s thresholds.

Note that all the weights {wsign, w1, w2, w3} are trained
in full-precision. By representing the original shift parame-
ter S3 with three full-precision parameters w1, w2, and w3,
we are projecting the optimization process from 1D space
to higher-dimensional 3D space, making the shift parame-
ter easier to vary between different scales and thus easier to
learn. Compared to [22], our approach eliminates the dense
weight regularizer. This not only removes the need to tune
an additional hyper-parameter but also simplifies the usage
of our algorithm. While such training requires (N + 1)
floating-point references, it is not as memory expensive as
it appears, especially under 2/3-bit weight conditions. The
memory is dominated by the activation with a large batch
size during training.

To better understand the advantages of our weight repa-
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rameterization approach over the quantizer-based training
method, in Fig. 4, we visualize the optimization spaces
of the shifting parameter S defined i) by a quantizer (figure
left part) and ii) by a recursive product of binary variables
(figure right part). In the quantizer’s optimization space,
the continuous weights accumulate at the three discontinu-
ities of the quantizer as discussed in several earlier works
[32, 26, 22]. This observation implies that the weights at-
tracted by the discontinuities could not move freely on the
optimization space during training. In contrast, the weights
in the optimization space defined by the recursive product
of binary variables are gathered at the origin of the op-
timization space, and the value of the shifting parameter
S can vary easily according to the gradient update signal.
The visualization shows our re-parameterization promotes
the shifting parameters S to oscillate in an extensive range
value during training instead of oscillating around the quan-
tizer’s threshold values. This design reduces the optimiza-
tion space’s rigidness and allowing the model to converge
to a better solution [22].

The local learning rate of individual parameter wsign in
the proposed training scheme is significantly larger than the
global learning rate on the discrete weight wshift. Further-
more, we analyze the backward gradient computation of our
proposed decomposition. We estimate the backward gradi-
ent across the Heaviside function using a Straight-Through-
Estimator (STE) [3]. The gradient update towards wsign is
calculated as:

∂Loss
∂wsign

=
∂Loss
∂wshift

2ST , (7)

where 2ST ∈ {1, 2, ..., 2T }. From Eq. 7 we observe that
2ST plays a role of learning rate scale factor, and it has an
extensive value range. Hence, it may significantly impact
the gradient update scale. Based on our observation, we
propose a local learning rate re-scaling strategy to address
this issue. We replace Eq. 7 with Eq. 8 during backward
propagation to re-scale local gradient updates:

∂Loss
∂wsign

=
∂Loss
∂wshift

√
ST + 1. (8)

ImageNet experiments indicates that the local learn-
ing rate re-scaling enhances the accuracy of 2bit and 3bit
ResNet-18 models by 0.3% and 0.7%, respectively.

3.3. Low-Variance Random Initialization for Trans-
fer Learning

We encountered difficulties when applying the above
method in the transfer learning scenario. Most transfer
learning tasks follow the following training paradigm: i)
Pre-train a backbone model on a large dataset; ii) Remove
and add new layers to the backbone model and randomly
initialize the new layer; iii) Finetune the new model on
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Figure 5: Re-parameterized weight trace visualization of a
2-bit DenseShift ResNet-18 trained on ImageNet dataset,
the “triangle” indicates the initial point. These visual-
izations motivate us to develop low-variance initialization.
Left panel: Kaiming initialization. Right panel: Low-
variance initialization.

a downstream task. During our experiments, we noticed
that when we finetune a pre-trained DenseShift backbone
with randomly-initialized DenseShift layers in an end-to-
end manner, the model suffers from severe performance
degradation or loss divergence. Such performance degra-
dation also exists for existing Shift networks.

We analyzed the difference between the pre-trained
weights and the randomly-initialized weights in the Dense-
Shift model and noticed that the variance of the former is
much lower than that of the latter. To better understand this
phenomenon, we trained a 2-bit DenseShift network and
noticed that when using the default Kaiming initialization
[15], the weight values tend to gather towards the origin
point of the re-parameterization space during the first few
training epochs, as shown in figure 5. This indicates that
the initialized weight values are too far from the centre, an
unwanted behaviour. More precisely, the weight values are
far from the thresholds, meaning a greater initial gradient
signal is needed to push them to pass the thresholds. In the
transfer learning scenario, the backbone weight values are
easier to change than the new Kaiming initialized layers. In
fact, we argue that it is precisely this behavior that damages
the pre-trained backbone during transfer learning.

To easily transfer a DenseShift network to other tasks,
we suggest randomly initializing all re-parameterized vari-
ables with a small standard deviation. We name it low-
variance random initialization. Specifically, we chose a
standard deviation of 10−3 for all the experiments in this
paper. The experiments in Sec. 4.2 demonstrate that
our low-variance random initialization strategy is required
for achieving competitive performance on transfer learning
tasks such as object detection and semantic segmentation.
As evident from Table 3, the SSD 300 model shows a de-
crease in mAP without low-variance random initialization.
Moreover, the FCOS object detection experiments, detailed
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ResNet-18
Kernel Methods W Bits Init. Top-1 (%)

Multi. FP32 32 R 69.6
TTQ [51] 2 PT 66.6

Sum of
Sign Flips

Lq-Nets [48] 2 R 68.0
Lq-Nets [48] 3 R 69.3
Lq-Nets [48] 4 R 70.0

Sign Flip

BWN [39] 1 R 60.8
HWGQ [4] 1 R 61.3
BWHN [20] 1 R 64.3
IR-net [38] 1 R 66.5
TWN [21] 2 R 61.8
LR-net [41] 2 R 63.5
SQ-TWN [11] 2 R 63.8
INQ [49] 2 PT 66.02
S3 -Shift [22] 2 R 66.37

Shift +
Sign Flip

Ours 2 LVR 68.90
INQ [49] 3 PT 68.08
INQ [49] 4 PT 68.89
INQ [49] 5 PT 68.98
DeepShift [12] 5 R 65.63
DeepShift [12] 4 PT 69.56
DeepShift [12] 5 PT 69.56
S3 -Shift [22] 3 R 69.82
Ours 3 LVR 70.62
STE [37] 4 PT 69.98
S3 -Shift [22] 4 R 70.47
Ours 4 LVR 70.94

Table 1: Comparison of SOTA methods using DenseShift
ResNet-18 trained on ImageNet. Initialization defined as:
R is Kaiming Normal Random initialization, PT is initial-
ization with a Pre-Trained full-precision network, and LVR
is our Low-Variance Random initialization.

in Table 4, which employ quantized feature-pyramid net-
works, demonstrate instability and fail to converge during
training without our proposed initialization. In this paper,
all DenseShift experiments use this initialization uniformly
since we do not observed any negative impact on the model
performance when training from scratch with our proposed
initialization.

4. Experiments

4.1. ImageNet Classification

Model and Dataset: We benchmark our proposed
method with different bit-widths. To verify the effectiveness
and robustness, we apply DenseShift to ResNet-18/50/101
architectures and evaluate on ILSVRC2012 dataset [9] with
data augmentation and pre-processing strategy proposed in
[16] and training strategy from [22]. Following [39, 28, 48],
all but the first convolution layers are quantized.

ResNet-50
Kernel Methods W Bits Init. Top-1 (%)
Multi. FP32 32 R 76.00
Sum of
Sign Flips

Lq-Nets [48] 2 R 75.10
Lq-Nets [48] 4 R 76.40

Shift +
Sign Flip

INQ [49] 5 PT 74.81
DeepShift [12] 6 PT 75.29
S3 -Shift [22] 3 R 75.75
STE [37] 4 PT 76.40
Ours 2 LVR 75.62
Ours 3 LVR 76.55
Ours 4 LVR 76.53

ResNet-101
Kernel Methods W Bits Init. Top-1 (%)
Multi. FP32 32 R 77.37

Shift +
Sign Flip

Ours 2 LVR 77.45
Ours 3 LVR 77.93
Ours 4 LVR 77.96

Table 2: Comparison of SOTA methods using DenseShift
ResNet-50/101 trained on ImageNet.

Methods Quantized LVR W Bits mAPBack Head Init
FP32 − − − 32 26.00

Ours
− − 3 26.23

3 25.75
− 3 24.21

Table 3: DenseShift performs well on object detection.
It confirms our low-variance initialization is necessary to
keep high accuracy. We use DenseShift SSD300 v1.1 with
ResNet-50 backbone finetuned on COCO object detection
task. Back is the backbone neural architecture, Head is the
detection head. Check-mark represents performing Dense-
Shift quantization.

Experiment Results: Results are shown in Table 1 and
2. We compare our proposed method with SOTA low-
bit multiplication-free networks using binary weights [39,
4, 20, 38], ternary weights [21, 41, 11], PoT weights
[49, 12, 22] and more complex kernel [48]. We observe that
DenseShift achieves SOTA performance on multiple net-
work architectures and significantly outperforms the base-
line with higher computational complexity.

4.2. Transfer Learning

Model and Dataset: We use TorchVision implementa-
tion to verify the effectiveness and robustness of our pro-
posed algorithm on transfer learning tasks. For object detec-
tion, we benchmark our proposed method on the bounding
box detection track of MS COCO [24]. As proof of concept,
we use SSD300 v1.1 [27] with the obsolete VGG backbone
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Methods Quantized W Bits mAPBack FPN Head
FP32 − − − 32 39.0

Ours

− −
2

39.3
− 38.7

37.1
− −

3
39.6

− 39.3
37.7

− −
4

39.8
− 39.6

38.1

Table 4: DenseShift FCOS with ResNet-50 backbone fine-
tuned on COCO object detection task.

Methods Quantized W Bits mIoU Global
Back Head Correct

FP32 − − 32 66.4 92.4

Ours

− 2 65.8 92.2
66.1 92.4

− 3 68.0 92.6
67.4 92.8

− 4 66.0 92.3
66.3 92.0

Table 5: DenseShift DeepLab V3 with ResNet-50 backbone
finetuned on COCO semantic segmentation task.

replaced with ResNet-50 backbone. To demonstrate com-
petitive performance, we use FCOS [43] with ResNet-50
backbone. For semantic segmentation, we benchmark our
proposed method on a subset of MS COCO containing the
20 categories of Pascal VOC [13]. We use DeepLab V3
[6] with ResNet-50 backbone architecture. The DenseShift
ResNet-50 backbone is trained from the previous section
and we compare against full-precision baselines using the
same training strategy.
Experiment Results: Tables 3 and 4 illustrate that our 3-
bit SSD300 and FCOS achieve similar performance to their
full-precision counterparts. Table 5 illustrate that our 3-bit
DeepLab surpasses its full-precision counterpart.

4.3. Speech Task

Model and Datasets: To further demonstrate the gener-
alization of DenseShift networks, we experiment on an end-
to-end spoken language (E2E SLU) task with ResNet-18 ar-
chitecture. We benchmark our method on the Fluent Speech
Commands (FSC) dataset. The FSC dataset [29] comprised
single-channel audio clips collected using crowd sourcing.
Participants were requested to speak random phrases for
each intent twice. The dataset contained 30,043 utterances
spoken by 97 different speakers, each utterance contains
three slots: action, object, and location. We considered a

Method W Bits Val Test

[30] 32 89.50 98.80

[2] 2 90.66 98.41
3 90.31 98.41

Ours 2 90.73 98.60
3 90.70 98.58

Table 6: DenseShift ResNet-18 architecture on End-to-End
Spoken Language Understanding

Network A Bits Top-1 Acc (%)
Architecture 2 Bit 3 Bit 4 Bit

ResNet-18
32 68.90 70.62 70.94
8 68.86 70.46 70.95
4 68.56 70.00 70.35

ResNet-50 32 75.62 76.55 76.53
4 75.27 76.18 76.63

Table 7: Quantized activation experiments using DenseShift
ResNet architectures on ImageNet classification task. A-
Bits defined as activation bitwidth.

Quantized A Bits mAP
Back FPN Head 3 Bit 4 Bit

− 32 39.3 39.6
− 4 39.6 39.6

32 37.7 38.1
4 37.8 37.8

Table 8: Quantized activation experiments using DenseShift
FCOS with ResNet-50 backbone finetuned on COCO object
detection task.

single intent as the combination of all the slots (action, ob-
ject and location), resulting 31 intents in total.
Experiment Results: Results in Table 6 are benchmarked
against full-precision and SOTA Shift networks perfor-
mance. Our results demonstrates that our method can be
applied to a field unrelated to the original CV field and can
surpass full-precision performance as well.

4.4. Quantized Activation

Considering that Shift networks require fixed-point ac-
tivation to achieve computational efficiency, we provide
quantized activation experiments to verify the feasibility
and find that 4-bit activation can maintain competitive per-
formance on most CV tasks with PACT quantization [7].
Results shown in Tables 7, 8 and 9 demonstrate that Dense-
Shift can attain similar performance to their full-precision
counterparts. Hence, we believe DenseShift networks gen-
eralize well and are independent of other layers.
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Quantized A Bits mIoU
Back Head 2 Bit 3 Bit

− 32 65.8 68.0
− 4 64.9 66.3

32 65.5 66.4
4 65.2 65.9

Table 9: Quantized activation experiments using DenseShift
DeepLab V3 with ResNet-50 backbone finetuned on COCO
semantic segmentation task.

Network W Bits Training Epochs
Architecture 90 150 200

ResNet-18 2 67.36 68.41 68.90
3 69.30 69.91 70.62

Table 10: Ablation study on training epochs using Dense-
Shift ResNet-18 architectures on ImageNet classification
task.

4.5. Ablation Study

Training epochs. As highlighted in prior studies [1, 8,
42, 22, 45], the training of binary variables necessitates ad-
ditional epochs due to the instability arising from frequent
sign variations. Our experiments in Table 10 verified the im-
pact of training epochs on the network performance for the
re-parameterized training of DenseShift networks. Apart
from the number of epochs, all other model settings and
training strategies adhere to Sec. 4.1.

5. Conclusion

We present DenseShift with zero-free shifting and sign-
scale decomposition for constructing high-performance
low-bit Shift networks with high training and inference ef-
ficiency. For the first time, Shift networks support inference
with non-quantized floating-point activations and achieve
performance gain on general hardware such as ARM CPU.
Furthermore, we propose a low-variance random initial-
ization strategy that enhances the performance of Dense-
Shift networks in transfer learning, allowing the networks
to adapt to various tasks without significant performance
degradation. Our extensive experiments on various tasks
demonstrate that DenseShift networks outperform current
state-of-the-art Shift networks in classification tasks and
achieve comparable performance to full-precision models
in object detection and semantic segmentation tasks. This
breakthrough represents a significant advancement for low-
bit Shift networks.
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