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Abstract

Deep learning algorithms are increasingly employed at
the edge. However, edge devices are resource constrained
and thus require efficient deployment of deep neural net-
works. Pruning methods are a key tool for edge deployment
as they can improve storage, compute, memory bandwidth,
and energy usage. In this paper we propose a novel ac-
curate pruning technique that allows precise control over
the output network size. Our method uses an efficient opti-
mal transportation scheme which we make end-to-end dif-
ferentiable and which automatically tunes the exploration-
exploitation behavior of the algorithm to find accurate
sparse sub-networks. We show that our method achieves
state-of-the-art performance compared to previous pruning
methods on 3 different datasets, using 5 different models,
across a wide range of pruning ratios, and with two types
of sparsity budgets and pruning granularities.

1. Introduction
As the world is getting smaller, its edge is getting larger:

more compute-limited edge devices are used. To unlock
deep learning on the edge, deep networks need to be effi-
cient and compact. There is a demand for accurate networks
that fit exactly in pre-defined memory constraints.

Pruning is an effective technique [20, 41, 67] to find a
sparse, compact model from a dense, over-parameterized
deep network by eliminating redundant elements such as fil-
ters or weights while retaining accuracy. Pruning is a hard
problem because finding a good-performing sub-network
demands selecting which part of a network to keep —and
which part to prune—, requiring an expensive search over a
large discrete set of candidate architectures.

Recent work [23, 52, 40, 25] finds that optimizing a
continuously differentiable mask to sparsify network con-
nection while simultaneously learning network parameters
facilitates search space exploration and enables gradient-
based optimization. Prior methods [23, 40], however, con-
trol the sparsity, i.e. pruned network size, by an additional
penalty term in the loss function that is difficult to optimize
and tune, and hampering a precise control over the sparsity.
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Figure 1. During training we multiply the filters in a layer with
soft masks mϵ. The soft masks are obtained by solving an opti-
mal transport problem: minimizing a transportation cost between a
uniform source distribution over trainable importance scores s and
a Bernoulli target distribution defined by sparsity ratio i.e. 3/5.
During training the soft masks gradually converge to hard masks.

In this paper, as illustrated in Fig. 1, we propose a
fully differentiable transportation pruning method that al-
lows precise control of the output network size. We draw
inspiration from Xie et al. (2020) [65] who formulate a soft
top-k operator based on entropic optimal transport. Recent
work [59] shows good pruning results with the soft top-k
operator. This soft top-k operator, however, is computation-
ally expensive [10] and relies on implicit, and therefore less
accurate, gradients [11] for back-propagation. Instead, we
speed up the soft top-k operator with an approximate bi-
level optimization which is optimized using accurate auto-
matic differentiation [48]. Moreover, in contrast to [65, 59]
we can automatically tune the temperature hyper-parameter.

We make the following contributions: i) A fully differ-
entiable pruning method that allows precise control over
output network size; ii) An efficient entropic optimal trans-
portation algorithm that significantly reduces the computa-
tional complexity of bi-level optimization; iii) We increase
the ease-of-use of the algorithm by means of an automatic
temperature annealing mechanism instead of a manually-
chosen decay schedule; iv) We show state-of-the-art results
on 3 datasets with 5 models for structured and unstructured
pruning using layer-wise and global sparsity budgets.

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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2. Related Work
Pruning in deep learning. Network pruning makes models
smaller by removing elements that do not contribute signifi-
cantly to accuracy. Pruning methods can be subdivided into
methods that promote structured (i.e. blocked) [42, 27] or
unstructured (i.e. fine-grained) sparsity [6, 13, 43, 61, 68],
see [22] for a review. Filter pruning is a form of structured
sparsity by removing entire filters from the network’s lay-
ers [34, 30]. Filter pruning often achieves practical network
compression and significant acceleration as entire feature
maps are no longer computed. For these reasons, we here
focus on filter pruning.
Selection criteria for pruning. Network pruning can be
phrased as a form of neural architecture search [38]. Such
an architecture search may involve training and evaluating
several random subnetworks based on leave-some-out ap-
proaches [5, 58, 32], but this can be quite expensive for large
models. More efficient approaches assign an importance
score as selection criteria. This score can be based on L1/L2
norm of weights [67], geometric median [20] of filters,
Kullback–Leibler divergence [41], Wasserstein barycenter
of channel probability vectors [55], prediction error [45],
or empirical sensitivity of a feature map [33]. These meth-
ods first prune a pretrained model based on the importance
scores and subsequently fine-tune the pruned model so the
model can adapt to the reduced set of parameters. Once
pruned, however, the model is not allowed to explore other
subnetworks. Here, we also use importance scores, which
we learn as latent variables from which soft masks are com-
puted through optimal transport. The soft mask is automat-
ically annealed to a hard mask during training, allowing the
model to explore different subnetworks in the process.
Differentiable continuous relaxation. Recent work aims
to select the best sub-architecture by training a binary
mask on the network weights [15]. This binary mask,
however, is non-differentiable and applying a hard binary
mask during the forward pass may impair network per-
formance [23]. Other methods approximate binary masks
using a sigmoid function, which gradually converges to a
binary step function by means of a decaying temperature
hyper-parameter [23, 25, 40, 52]. To control the sparsity ra-
tio, these methods usually introduce a sparsity penalty term
in the loss function, which requires an additional difficult-
to-tune hyper-parameter if an exact pruning ration is re-
quired. Our method mitigates these issues as it allows for
an exact pruned network size using optimal transport and
decays the temperature variable automatically.
Learning soft mask via entropic optimal transport. Our
method draws inspiration from the work of Xie et al.
(2020) [65], who formulate a soft top-k operator based on
entropic optimal transport [51], optimized via Sinkhorn’s
algorithm [8]. The authors apply their method to predictive
modeling applications such as information retrieval. As re-

marked by [10], this method can be computationally expen-
sive if applied to pruning, as hundreds of Sinkhorn itera-
tions are needed in the forward pass of each update step. In
this paper we phrase network pruning as an efficient optimal
transport problem. Compared to [65] our method signifi-
cantly reduces the number of Sinkhorn iterations required
in the forward pass. Furthermore, in contrast to [65], who
employ implicit gradients [11], our method relies on accu-
rate automatic differentiation [48]. Finally, we replace the
manually-chosen decay schedule of the entropic hyperpa-
rameter in [65] with an automatic schedule, thereby simpli-
fying the optimization process.
Bregman divergence based proximal method. Previous
work [26, 53] has applied to optimal transport the proximal
point algorithm [47] based on the Bregman divergence [4]
to alleviate the potential numerical instability of Sinkhorn
iterations. Xie et al. [66] use the proximal algorithm to op-
timize optimal transport in deep generative models [2, 16]
and achieve good performance, but still performs a large
amount of proximal point iterations per mini-batch step,
making it computational inefficient for our pruning pur-
poses. In addition, its back-propagation pass [66] relies
on the envelope theorem [1] that does not go into proximal
point iterations to accelerate training, which causes inaccu-
rate gradients. Instead, we only use a single proximal point
iteration, i.e. a single Sinkhorn iteration, per mini-batch step
and compute gradients via automatic differentiation [48].
Budget aware pruning. Budgeted pruning focuses on
compressing the network subject to the prescribed explicit
resource constraints, such as targeted amount of layer-wise
filters [28], global filters [60], FLOPs [29, 17], or execution
latency [54, 24]. Our method can directly control the pruned
network size given a sparsity budget. Moreover, we show
how it can be easily extended to general budgeted pruning
by learning budget-constrained sparsity across layers [46].
Our technique improves the accuracy while using less hy-
perparameters, e.g. ChipNet [60] adds 6 extra hyperparam-
eters while we only introduce a single temperature hyperpa-
rameter, which eases hyperparameter tuning effort.

3. Differentiable Transportation Pruning
Given a neural network f(x;w) with input x and a set of

n filters forming the columns of weight matrix w ∈ Rm×n,
filter pruning removes filters by applying a binary mask
m ∈ {0, 1}n to the n filters (1 = kept, 0 = pruned).

If we need to keep exactly k out of n filters, then the
sparse learning problem can be formulated as:

argmin
m,w

Ltrain
(
f(x;w,m)

)
,

s.t.
∑n

i=1
mi = k, m ∈ {0, 1}n,

(1)

where Ltrain is the training loss, e.g. cross entropy loss.
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Figure 2. Illustrative example: The figure is best understood after Eq. (8) and it illustrates how our method can prune 2 weights out
of 3 by learning a binary mask m ∈ {0, 1}3. We can visualize in 2D because the simplex

∑
3 can be shown as a triangle in two

dimensions. In this example we chose to favor the 2nd weight, and thus define some loss on the weights as Ltrain = wTm where we
define w = [2, 1, 3]. To keep just a single weight, we set k to 1, yielding the constraint

∑3
i=1 mi = 1 from Eq. (1), where the optimal

solution is m = (0, 1, 0). The top row (a)-(e) illustrates the solution space, where the corners of the triangle are the hard masks: (1, 0, 0),
(0, 1, 0) and (0, 0, 1). Specifically, (a), (b) denote the sparse and non-sparse solution space without or with entropy regularization at ℓ = 1.
The color bar indicates low (red) and high (violet) loss values. A green dot in the center is the initial position; and the black dot is the
current position. the bottom row (f)-(i): training curve of importance score, soft mask, discrete mask and training loss for one thousand
training steps. The hard mask in (h) is obtained by Eq. (6). (a): the discrete optimal transportation loss at ℓ = 1 just after initializing
the importance scores s. Note the ordering of s1, s2, s3 in (f) at ℓ = 1, which explains the low loss value for m3. (b)-(e): Snapshots at
iterations ℓ = 100, 101, 102, 103 after making the discrete optimal transport problem differentiable by entropy regularization in Eq. (7)
where ε = 10. Note how the black dot moves to the correct solution. Note the training loss Ltrain in (i), as it pushes s2 towards top-1 in (f),
and minimizing transportation loss pushes the soft mask m2 towards 1 in (g). The minimum value of the training loss is 1, due to how we
chose the dot product loss Ltrain.

The binary mask m is discrete and therefore difficult to
optimize with gradient descent. To overcome this, we make
the binary mask depend on a continuous latent importance
score s which can be optimized by gradient descend. By
sorting these importance scores we allow exact control over
the pruned output network size by keeping only the top-
k importance scores. Specifically, the top-k operator first
sorts the importance scores s, and then assigns the top k
importance scores to 1 and the remaining importance scores
to 0, that is:

mi =

{
1, if si is in the top-k of s,

0, otherwise.
(2)

The top-k operator can be parameterized in terms of the so-
lution of an optimal transport problem [65]. This allows
us to parameterize the pruning mask in terms of optimal

transport, which is the problem of efficiently moving prob-
ability mass from a source distribution to a target distribu-
tion. In our case, we know the target Bernoulli distribution
over the binary values, which is given by the fraction of the
k filters out of the n total filters to keep: P (1) = k

n and
P (0) = n−k

n . Then, the optimization problem reduces to
minimizing the transportation costs of moving probability
mass from the trainable importance scores s to this target
distribution. See Fig. 1 for an illustration.

The two probability distributions used in optimal trans-
port are over the importance scores s and over the two bi-
nary values. We define them by considering two discrete
measures a =

∑n
i=1 aiδsi and b =

∑2
j=1 bjδqj

sup-
ported on {si}ni=1 and {qj : {0, 1}} respectively where
δx is the Dirac at location x, intuitively a unit of mass
which is infinitely concentrated at location x, the ai and
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bj are the probability mass. Following [65], we define a
as an empirical discrete uniform distribution (source) with
ai = 1/n. Our binary mask variable is distributed as
b = [1− (k/n), k/n]T (target).

These two distributions now allow optimal transporta-
tion optimization where probability mass is moved accord-
ing to the cost it takes to move one unit of probability mass.
We define the cost matrix C ∈ Rn×2 which aligns n fil-
ters (source) to the 2 binary options (target). The elements
of the cost matrix are squared Euclidean distances and are
denoted as:

Ci1 = s2i , Ci2 = (si − 1)2, i = 1, 2, ..., n (3)

where the targets are binary (0 or 1) and thus the target value
for Ci1 is 0, and the target value for Ci2 is 1.

With the source distributions, target distribution and cost
matrix defined, the optimal transportation plan can be for-
mulated as:

P∗ = argmin
P∈U(a,b)

⟨C,P⟩ , (4)

where U(a,b) = {P ∈ Rn×2 : P12 = a, PT
1n = b} is

a set of coupling measures satisfying marginal constraints
P12 = a and PT

1n = b, 1n and 12 denote vectors with n
ones and 2 ones, and P ∈ Rn×2 denotes the general prob-
abilistic coupling matrix, i.e. the transportation plan, and
⟨·, ·⟩ is the Frobenius dot-product.

The optimal transportation plan P∗ can be computed as:

P∗
σi,1 =

{
1/n, if i ≤ k

0, otherwise
,P∗

σi,2 =

{
0, if i ≤ k

1/n, otherwise

(5)
with σ being the sorting permutation, i.e. sσ1 < sσ2 < ··· <
sσn

. Given P∗, the binary mask can be parameterized as a
function of the optimal transport plan:

m = nP∗ · [0, 1]T. (6)

Differentiable transportation relaxation. So far, the de-
rived hard mask in Eq. (6) is not differentiable everywhere
with respect to importance scores, which can be seen from
the sorting permutation applied in Eq. (5) and also in the
lack of a gradient when using masking with a hard zero.

To make the method differentiable, we derive a soft mask
by smoothing the optimal transportation plan with entropic
regularization. By adding an entropy regularization term we
extend the solution space by allowing non-sparse solutions
of the transportation plan. That is, we now allow soft masks.

Define the discrete entropy of a coupling matrix as
H(P) = −

∑
ij Pij(log(Pij) − 1), an entropic regular-

ization is used to obtain smooth solutions to the original
transport problem in Eq. (4):

P∗
ε = argmin

P∈U(a,b)

⟨C,P⟩ − εH(P). (7)

This objective is an ε-strongly convex function which has a
unique solution. As ε → 0 the unique solution Pε of (7)
converges to the original optimal sparse solution of (4), i.e.
with hard masks.

Our soft masks mϵ are now obtained by inserting P∗
ε into

(6), as:
mϵ = nP∗

ε · [0, 1]T. (8)

Interlude: illustrative example. We have now described
the main ingredients of our method. This allows us to give
an illustrative example of the main setting before we de-
scribe how to solve the optimization problem. In Fig. 2
we show a 2D visualization for pruning n = 3 importance
scores to just a single score.
Dual formulation for optimization. To facilitate the opti-
mization problem in (7), we make use of Lagrangean dual-
ity. That is, by introducing two dual variables f ∈ Rn and
g ∈ R2 for each marginal constraint of the transport plans
in U(a,b), the Lagrangian of (7) is optimized, resulting in
an optimal Pε to the regularized problem given by:

Pε = ef/ε ⊙ e−C(s)/ε ⊙ eg/ε. (9)

where ⊙ is element wise product (see details in A.1). Note
that the Pε in Eq. (9) is differentiable with respect to s.
Bi-level optimization. Now that we have relaxed the prob-
lem, we aim to jointly learn the dual variables f , g and the
model variables s, w. The dual variables are optimized by
minimizing the Sinkhorn divergence as in Eq. (7). This
is equivalent to maximizing its dual problem, denoted as
Lε

dual(f ,g, s) = ⟨f ,a⟩ + ⟨g,b⟩ − ε
〈
ef/ε, e−C(s)/ε · eg/ε

〉
(See details in A.2). Finally the model variables are ob-
tained by minimizing the training loss Ltrain.

This implies a bi-level optimization problem [7], i.e. an
optimization problem which contains another optimization
problem as a constraint. The model variables s, w appear
as the upper-level variables, and the dual variables f , g as
the lower-level variables. We rewrite the original problem
in Eq. (1) as the following bi-level optimization problem:

min
s,w

Ltrain

(
f
(
x;w,m(P∗

ε(s))
))

, (10)

s.t. f∗,g∗ = argmaxf ,g Lε
dual(f ,g, s), (11)

where P∗
ε(s) is obtained by inserting the outcome from (11)

into (9), and the mask mε in (10), dubbed soft mask, is
computed by inserting P∗

ε(s) into Eq. (8).
Nonetheless, this bi-level optimization problem is expen-

sive to train with Sinkhorn’s algorithm: Firstly, per mini-
batch the inner optimization in Eq. (11) needs to perform
Sinkhorn’s iterative algorithm for hundreds of iterations to
converge, which is computationally inefficient. Secondly,
during the back-propagation pass, the gradient of P∗

ε(s)
with respect to the importance scores s is computed by dif-
ferentiating [48] through all Sinkhorn iterations, which is
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Algorithm 1: Differentiable Transportation Pruning

Probabilities a = 1n/n, b = [p, 1− p]T on supports {si}ni=1, {mj}2j=1, weights: w, training loss: Ltrain, training
iterations: L, learning rate: α, initialization: ε, g(1) ← 12, P(1) ← 1

n1n1
T
2

for ℓ = 1, 2, ..., L do
Cost matrix C with element Cij = (s

(ℓ)
i −mj)

2; Gibbs kernel K = e−
C
ε ⊙P(ℓ)

Update dual variables: f (ℓ+1) = ε log a− ε log (Keg
(ℓ)/ε); g(ℓ+1) = ε log b− ε log (KTef

(ℓ+1)/ε)

Update transportation plan P(ℓ+1) = ef
(ℓ+1)/ε ⊙K⊙ eg

(ℓ+1)/ε

Update model variables with SGD: s(ℓ+1) = s(ℓ) − α∇sLtrain; w(ℓ+1) = w(ℓ) − α∇wLtrain

Derive pruned architecture based on soft mask m = nP(L) · [0, 1]T for finetuning.

expensive (see details in A.3). Finally, we have also in-
troduced an additional hyperparameter ε to decay, which
makes the problem even harder to optimize.
Approximate bi-level optimization. We note that in
our bi-level optimization the target distribution is a fixed
Bernoulli distribution with parameter defined by the spar-
sity. The source distribution changes only when the train-
able importance score updates via SGD. This differs from
previous approaches [65, 66] involving a stochastic sam-
pling of the target or source distribution and where the inner
optimization in Eq. (11) is expected to converge per mini-
batch step. We therefore propose to approximate P∗

ε(s) in
Eq. (11) using only a single Sinkhorn step, i.e., without op-
timizing the inner optimization problem until convergence
per mini-batch step.

Given the ℓ-th mini-batch update step, we approximate
the training loss in Eq. (10) with:

Ltrain

(
f
(
x;w,m(P∗

ε(s))
))

≈Ltrain

(
f
(
x;w,m(P(ℓ+1)

ε (s))
))

,
(12)

where P
(ℓ+1)
ε (s) is obtained by applying a single Sinkhorn

update step. Similar techniques for solving bi-level opti-
mization have been used in architecture search [36], hyper-
parameter tuning [39] and meta-learning [12].

To enhance the convergence guarantee using just a sin-
gle Sinkhorn inner iteration, we use generalized proximal
point iteration based on Bregman divergence [53, 66] (see
details in A.4), which can be viewed as applying iteratively
the Sinkhorn algorithm [51] with a e−

C
ε/ℓ kernel (see de-

tails in A.5). Thus, a proximal point iteration keeps track of
the previous Sinkhorn update like Momentum [57] that in-
corporating a moving average of previous gradients, which
accelerates the convergence and improves optimization sta-
bility. We therefore compute P

(ℓ+1)
ε (s) in Eq. (12) as,

P(ℓ+1)
ε (s) = e

f(ℓ+1)

ε ⊙
(
e−

C(s)
ε ⊙P(ℓ)

)
⊙ e

g(ℓ+1)

ε , (13)

using the transportation plan P(ℓ) from the previous step.
Let K = e−C(s)/ε ⊙ P(ℓ) denote the Gibbs kernel in the

Sinkhorn algorithm, and the dual variables can be computed
using a single Sinkhorn iteration, i.e. a proximal point iter-
ation with block coordinate ascent as (see details in A.6):

f (ℓ+1) = ε log a− ε log (Keg
(ℓ)/ε); (14)

g(ℓ+1) = ε log b− ε log (KTef
(ℓ+1)/ε). (15)

A side advantage of the updates in Eq. (13) is that it can iter-
atively decay the regularization parameter through ε/ℓ (see
details in A.5). This means we can perform an automatic
decaying on the regularization temperature, and as ℓ → ∞
the solution gradually approaches the optimal sparse trans-
portation plan of the original objective (1).

The gradient of Eq. (13) with respect to the importance
scores s can be obtaind using automatic differentiation. We
can therefore use normal SGD to jointly train the model
weights w and importance scores s in Eq. (12).

Our method results in fast training and converges well
as shown by our experiments in Section 4. After training,
we derive the sparse architecture based on the soft masks
m = nP(L) · [0, 1]T and finetune the model. We outline the
iterative training procedure in Algorithm 1.

4. Experiments
We validate our proposed method mainly on filter prun-

ing using different models and datasets, and then extend to
unstructured pruning. Filter pruning is a form of structured
pruning that removes entire filters from the layers of a net-
work, thereby compressing the network, and potentially ac-
celerating the network by reducing the number of FLOPs
needed to execute it.
Datasets and networks. We first conduct our experiments
on CIFAR-10 with ResNet-56 and on CIFAR-100 with
VGG-19. Following [63], for the CIFAR datasets we train
our baseline models with accuracy comparable to those in
the original papers. We then evaluate our method on the
large-scale ImageNet dataset with ResNet-34 and ResNet-
50. Following [63], we use the PyTorch [49] pretrained
models as our baseline models. We also apply our method
to prune lightweight architecture MobileNetV2.
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Figure 3. Convergence analysis experiments. (a). Evolution of the soft masks associated with three filters from ResNet-56 trained
on CIFAR-10 with ε = 1. Early in training our method explores different filter compositions. In later training phases the soft masks
have converged to hard masks. For each mask, the soft mask, importance score and L1 norm of the respective filter are correlated. (b).
Experiments with ResNet-50 on ImageNet with ε = 0.25. After training the soft mask has converged to a discrete hard mask solution. The
L1 norms of the filters are highly correlated with the soft masks. Bottom: Validation accuracy during training with differential transportation
pruning and during finetuning. The star point shows test accuracy for derived pruned architecture by soft mask before finetuning.

Table 1. Various pruning ratios with ResNet-56/VGG-19 on CIFAR-10/CIFAR-100: Accu-
racy comparison with GReg-1 [63] and L1+one-shot [30]. Baseline accuracy for ResNet-56
is 93.36% and for VGG-19 is 74.02%. Each experiment is repeated 3 times with random
initialization, mean and std accuracies are reported.

ResNet-56

(CIFAR-10)

Pruning ratio (%) 50 70 90 92.5 95

Sparsity (%) / Speedup 49.82/1.99×70.57/3.59×90.39/11.41×93.43/14.76×95.19/19.31×

L1+one-shot (Acc.%) [30] 92.97±0.15 91.88±0.09 87.34±0.21 87.31±0.28 82.79±0.22

GReg-1 (Acc. %) [63] 93.06±0.09 92.23±0.21 89.49±0.23 88.39±0.15 85.97±0.16

Ours (Acc. %) 93.46±0.18 92.46±0.10 89.84±0.14 88.03±0.33 86.18±0.06

VGG-19

(CIFAR-100)

Pruning ratio (%) 50 60 70 80 90

Sparsity (%) / Speedup 74.87/3.60×84.00/5.41× 90.98/8.84× 95.95/17.30×98.96/44.22×

L1+one-shot (Acc.%) [30] 71.49±0.14 70.27±0.12 66.05±0.04 61.59±0.03 51.36±0.11

GReg-1 (Acc.%) [63] 71.50±0.12 70.33±0.12 67.35±0.15 63.55±0.29 57.09±0.03

Ours (Acc. %) 71.56±0.19 70.41±0.06 67.74±0.13 63.98±0.25 57.21±0.09

Table 2. Unstructured pruning on Ima-
geNet for ResNet-50.

Method
Baseline
Acc.(%)

Pruned
Acc.(%)

Droped
Acc.(%)

Sparsity
(%)

GSM [9] 75.72 74.30 1.42 80.00
Sparse VD [44] 76.69 75.28 1.41 80.00
DPF [35] 75.95 74.55 1.40 82.60
WoodFisher [56] 75.98 75.20 0.78 82.70
GReg-1 [63] 76.13 75.45 0.68 82.70
GReg-2 [63] 76.13 75.27 0.86 82.70
Ours 76.13 75.50 0.63 82.70

Table 3. MobileNetV2 on CIFAR-10/100
with global sparsity ratio over network.

Method Sparsity (%) Acc.
CIFAR-10 CIFAR-100

Unpruned 0 93.70 72.80

ChipNet [60] 60 91.83 66.61
Ours 91.93 70.45

ChipNet [60] 80 90.41 52.96
Ours 91.49 68.90

Training settings. The importance scores corresponding to
each layer’s filters are initialized to the L2-norm of the re-
spective pretrained filter weights. For fair comparisons, we
adopt the same pruning rate schedules as [63]. Also follow-
ing [63], for each pruning schedule we denote the model
speedup as the pruning-induced reduction in the number
of floating point operations (FLOPs) relative to the original
model. The whole training procedure consists of two stages:
optimal transportation pruning and post-pruning finetuning.

Our main focus is on how to train the soft masks in
first stage. An important hyperparameter in this respect
is the regularization constant ε. For ResNet-56 and Mo-
bileNetV2, we use ε = 1, for all other networks we set
ε = 0.25 (see A.7). The model variables and importance
scores are trained with standard Stochastic Gradient De-
scent (SGD) with a momentum of 0.9. For CIFAR datasets,
a weight decay of 5×10−4 and a batch size of 256 are used.
On ImageNet we use a weight decay of 10−4 and train on
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4 Tesla V100 GPUs with a batch size of 64 per GPU. In all
experiments except for MobileNetV2 that follows the train-
ing settings of [60], the initial learning rate is set as 0.1 and
a cosine learning rate decay is applied. In finetuning stage,
we employed the same training settings as [63].

4.1. Effect of training soft masks

How do soft masks converge? We show how our soft
masks converge to discrete masks during training in this
section. In Fig. 3(a), we trained ResNet-56 on CIFAR-10
with a regularization hyperparameter ε = 1 and a pruning
rate of 0.5, and visualize the evolution during training of the
soft mask, importance score and L1 norm values for three
filters. Early in training, all filters have similar L1 norms
and soft masks. Subsequently, however, the algorithm starts
to explore different filter compositions: The soft mask of fil-
ter1 first converges to one, then fluctuates between zero and
one, after which it moves back towards one, its final value.
The soft masks corresponding to filter2 and filter3 display
similar exploratory behavior. In later training phases, the
soft masks converge to hard masks (≈0 or ≈1), and the L1
norm of filters with mask values near zero have gradually
decreased to zero, a result of the weight decay term in the
loss. Since the mask encodes the neurons’ connection in-
formation, one could interpret the exploration-exploitation
process as performing architecture search.
Training overhead with vs without pruning masks. We
measure the wall-clock time for a ResNet-50 on a single
A100 GPU for 300 iterations using a batch size of 64 with
or without training a pruning mask. The training overhead
increases by ∼0.5%, which is generally negligible.

4.2. Accuracy vs. number of Sinkhorn steps

To improve the computational efficiency of our method,
we propose an optimal transportation algorithm that re-
quires only a single Sinkhorn iteration to converge. To ver-
ify that a single Sinkhorn iteration indeed suffices, we per-
formed experiments on CIFAR-10 with ResNet-56 using
a single GPU. In Fig. 4 we plot the accuracy and training
time as a function of the number of innner Sinkhorn steps.
A larger number of Sinkhorn steps significantly increases
training time without markedly affecting accuracy. Thus a
single Sinkhorn iteration suffices.

4.3. Results for ResNet-56/VGG-19 on CIFAR

We first explore the effect of applying different prun-
ing schedules on the accuracy of ResNet-56 on CIFAR-10
and VGG-19 on CIFAR-100. We compare our method to
two other pruning methods: L1-norm based one-shot prun-
ing [30] and growing regularization ”GReg-1” [63] where
the results are taken from the literature [63]. We use a sim-
ple uniform pruning ratio scheme, where the pruning ratio is
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Figure 4. Training cost as a function of the number of inner
Sinkhorn steps on CIFAR-10 with ResNet-56 using a single GPU.
Each experiment is repeated 3 times with random initialization.
The training cost for a Sinkhorn step is measured in GPU-hours.
Increasing the number of Sinkhorn steps, significantly increases
the training cost, but hardly affects the accuracy. A single
Sinkhorn step is sufficient for our method.

identical across all pruned layers. Following common prac-
tice [14], we do not prune the first layer, and for ResNet-
56 we only prune the first layer in a residual block (as a
result of the restriction imposed by the residual addition)
[63, 30]. We explore a broad range of pruning ratios, cover-
ing Speedups between 2× and 44×. For fair comparisons,
the finetuning scheme (e.g., learning rate schedule, number
of epochs, etc.) is identical across all methods.

The results are presented in Table 1. Note that all prun-
ing methods result in exactly the same pruned network size.
Therefore different observed accuracies between methods
result from how the filters are pruned. Our proposed method
first performs exploration followed by exploitation. In do-
ing so, our method searches for best architecture while grad-
ually removing the effect of pruned filters on the network
output. Our method outperforms L1+one-shot in all exam-
ined conditions and GReg-1 for all conditions except one.

4.4. Results for ResNet-34/50 on ImageNet

We next evaluate our method with ResNet-34 and
ResNet-50 on the large-scale ImageNet dataset. We com-
pare our results to previous pruning methods, including
L1 Norm [30], TaylorFO [45], IncReg [62], SFP [19],
HRank [34], Factorized [31], DCP [69], CCP-AC [50],
LFPC [18], GReg-1 and GReg-2 [63], SRR [64], MetaPrun-
ing [37], AutoPruner [40], PGMPF [3] and Random Prun-
ing [32]. For fair comparisons, following [63], we use the
official PyTorch ImageNet training example to assure that
implementation details such as data augmentation, weight
decay, momentum, etc. match between methods.

We first explore the behavior of our method by train-
ing ResNet-50 on ImageNet with the pruning setting cor-
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Table 4. Acceleration comparison for structured filter pruning on
ImageNet. Speedup reflects the reduction on FLOPs.

Method Backbone
Baseline
Acc (%)

Pruned
Acc (%)

Acc
Drop (%)

Speed
Up

L1 (pruned-B) [30]

ResNet-34

73.23 72.17 1.06 1.32×
Taylor-FO [45] 73.31 72.83 0.48 1.29×
GReg-1 [63] 73.31 73.54 -0.23 1.32×
GReg-2 [63] 73.31 73.61 -0.30 1.32×
Ours 73.31 74.28 -0.97 1.32×

SFP [19]

ResNet-50

76.15 74.61 1.54 1.72×
HRank [34] 76.15 74.98 1.17 1.78×
Factorized [31] 76.15 74.55 1.60 2.33×
DCP [69] 76.01 74.95 1.06 2.25×
CCP-AC [50] 76.15 75.32 0.83 2.18×
SRR [64] 76.13 75.11 1.02 2.27×
AutoPruner [40] 76.15 74.76 1.39 2.05×
MetaPruning [37] 76.60 75.40 1.20 2.05×
PGMPF [3] 76.01 75.11 0.90 2.20×
Random Prune [32] 76.13 75.13 1.00 2.04×
GReg-1 [63] 76.13 75.16 0.97 2.31×
GReg-2 [63] 76.13 75.36 0.77 2.31×
Ours 76.13 75.55 0.58 2.31×

LFPC [18]

ResNet-50

76.15 74.46 1.69 2.55×
GReg-1 [63] 76.13 74.85 1.28 2.56×
GReg-2 [63] 76.13 74.93 1.20 2.56×
Ours 76.13 75.24 0.89 2.56×

IncReg [62]

ResNet-50

75.60 71.07 4.53 3.00×
Taylor-FO [45] 76.18 71.69 4.49 3.05×
GReg-1 [63] 76.13 73.75 2.38 3.06×
GReg-2 [63] 76.13 73.90 2.23 3.06×
Ours 76.13 74.26 1.87 3.06×

responding to 3.06× speedup [63] (see detail in A.7). In
the top row of Fig. 3(b), we visualize the soft mask and
L1 norm of 256 filters from layer 24 of the trained model.
Note how all soft masks have converged to hard masks and
that the L1 norms of the filters are highly correlated with
their corresponding mask values. In the bottom row of
Fig. 3(b), we plot the validation accuracy of ResNet-50 dur-
ing training. We first use our method to prune the model
for 90 epochs and, following previous work [63], finetune
the pruned model for another 90 epochs. During the first
stage, our method searches for the best architecture and re-
duces the importance of the pruned filters. After 90 epochs
we can safely prune the filters without a large impact on the
accuracy, in the star point we test the accuracy for the de-
rived sparse model before finetuning, after which finetuning
helps to further improve the accuracy. At the beginning of
finetuning we observe a small accuracy drop since we use a
larger learning rate to start with.

Table 4 gives an overview of all comparisons. We group
the methods with similar speedup together for easy com-
parison. We observe that our method consistently achieves
the best result among all approaches, for various speedup
comparisons on different architectures. On ResNet-34, our
method improves the baseline (unpruned) model by 0.97%

accuracy. Previous work [22] explained how pruning can
improve generalization performance to improve accuracy
for unseen data drawn from the same distribution. Such im-
proved accuracy after pruning has been observed in earlier
work [21], but has been more apparent for smaller datasets
like CIFAR. In agreement with [63] we also observe im-
provements over the baseline accuracy on the much more
challenging ImageNet benchmark. With larger speedups,
the advantage of our method becomes more obvious. For
example, our method outperforms Taylor-FO [45] by 1.05%
top-1 accuracy at the 2.31× setting, while at 3.06×, ours is
better by 2.57% top-1 accuracy. Previous work has made
considerable progress defining importance scores based on
the networks weights [30] [18]. In contrast to those studies
our method learns the importance scores used to prune the
network in an end-to-end fashion. Our results indicate this
can improve the accuracy of pruned networks.
Unstructured pruning on ImageNet. Thus far we focused
on structured filter pruning, but previous studies have also
explored unstructured pruning. In Table 2, we show that
our method can also be applied to unstructured pruning use
cases. Our method compares favorably to other advanced
unstructured pruning methods for ResNet-50 on ImageNet.
Global sparsity for MobileNetV2. Thus far we have
focused on normal convolutions, but networks based on
depthwise convolutions may be harder to prune. In Table 3,
we compare to ChipNet [60] using the global sparsity ratio
for the lightweight MobileNetV2 architecture on CIFAR-
10/100. Learning with a global sparsity ratio may distribute
different sparsity ratios across layers, while respecting the
preset sparsity across the network. For both datasets, we
rerun the experiments of ChipNet using its released hyper-
parameters and training settings. Under different sparsity
ratios, our method consistently outperforms ChipNet.

We also further extend our method to general budgeted
pruning with e.g. a certain FLOPs budget (see detail in A.9).

5. Conclusion
In this paper we propose a differentiable sparse learn-

ing algorithm based on entropy regularized optimal trans-
portation that achieves exact control over the sparsity ratio.
We formulate a differentiable bi-level learning objective to
jointly optimize the soft masks and the network parame-
ters using standard SGD methods combined with Sinkhorn
optimization. Optimizing this bi-level problem is computa-
tional intensive, but we show that by using a Bregman di-
vergence we can improve the efficiency, i.e. requiring only a
single Sinkhorn iteration, while still guaranteeing algorith-
mic convergence. We demonstrated the effectiveness of our
method on different datasets for different pruning rates.
Acknowledgements. This work is funded by EU’s Horizon
Europe research and innovation program under grant agree-
ment No. 101070374.
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