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Abstract

This paper aims at the distorted document image recti-
fication problem, the objective to eliminate the geometric
distortion in the document images and realize document
intelligence. Improving the readability of distorted docu-
ments is crucial to effectively extract information from de-
formed images. According to our observations, the fore-
ground and text-line of the original warped image can rep-
resent the deformation tendency. However, previous dis-
torted image rectification methods pay little attention to
the readability of the warped paper. In this paper, we fo-
cus on the foreground and text-line regions of distorted
paper and proposes a global and local fusion method to
improve the rectification effect of distorted images and
enhance the readability of document images. We intro-
duce cross attention to capture the features of the fore-
ground and text-lines in the warped document and effec-
tively fuse them. The proposed method is evaluated quan-
titatively and qualitatively on the public DocUNet bench-
mark and DIR300 Dataset, which achieve state-of-the-art
performances. Experimental analysis shows the proposed
method can well perform overall geometric rectification of
distorted images and effectively improve document read-
ability (using the metrics of Character Error Rate and Edit
Distance). The code is available at https://github.
com/xiaomore/Document-Image-Dewarping.

1. Introduction

In our daily life, there are various documents, such as pa-
pers, posters, receipts and so on. These documents contain
a wealth of information. At present, document intelligence
can automatically extract the information in the document,
and then obtain structured data (text content, key field ex-
traction, table structure, document layout analysis), which
greatly facilitates people’s lives. However, with the popu-
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Figure 1. Compared with the text results using Tesseract [32] as
OCR engine. Row 1: distorted images. Row 2: rectified by our
method. We use color to highlight the detected text boxes.

larization of mobile electronic devices, it is more and more
convenient for people to take pictures with smart phones or
portable cameras to capture electronic documents. When
taking pictures, due to the different positions, illumination
conditions of these devices, the angle of paper placement,
deformation and other problems, the images taken are dis-
torted or deformed to varying degrees, and it is difficult to
extract useful information from these distorted pictures, as
shown in Figure 1. Even wrong information is extracted,
which brings great challenges to obtaining key information
of documents and realizing document intelligence.

As early as many years ago, the problem of document
image distortion rectification has been paid attention to. In
the traditional rectification method before deep learning was
widely used, several previous methods [3, 36, 17] accord-
ing to the deformation characteristics of the image, relying
on multi-view, get the best boundary through the regression
method, and use the boundary segmentation method to de-
warped the segmentation graphics. Tian and Narasimhan
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[35] reconstructs warped document images from 2D to 3D
by detecting text-lines in the image. In the time since, some
works [16, 15] have also captured prior knowledge in de-
formed images by detecting text lines in order to bring gains
to image rectification. However, these methods of restor-
ing the 3D shape of images through auxiliary hardware or
multi-view methods will bring time consuming and expen-
sive problems.

With the arrival of the era of deep learning, Convolu-
tional Neural Network (CNN) and Transformer have been
introduced to solve the geometric rectification of distorted
document images. Most current methods dewarping the in-
put image by learning the mapping relationship between
the input distorted image and the dense 2D coordinate map
area [26, 8, 1, 11, 14, 10]. The method of [26, 8] used
the UNet structure networks to regress the dense 2D co-
ordinates mapping according to the input distorted image.
However, it is difficult for CNN to capture the long-distance
dependence of distorted paper. For methods [11, 10] that
focus on image foreground, they proposed to remove the
document background in the preprocessing stage before ge-
ometric rectification the network. And then introduces the
multi-layer transformer of Encoder-Decoder structure after
the convolution network to dewarp the distorted paper. But
these methods based on setting the binarization threshold
to remove the background will lose the information of the
original image. There are also some works such as [14, 10]
proposed to use document boundaries, 3D world coordi-
nates and text-lines to construct deformation fields, which
reduces the error rate of text recognition. These two meth-
ods have no obvious interaction between the text-line and
the original distorted image, which makes the text-line area
unable to be effectively focused.

In geometrically deformed images, the distortion degree
of image foreground and text-lines varies with different
scenes. It is necessary to establish an explicit invariant fea-
ture in the distorted image foreground to represent the core
document and text-line region features robustly, to suppress
the interference of background and deformation. Since the
foreground information of the document image can clearly
represent the deformation amplitude, we use the foreground
features representation of the input image. The text-line re-
gions can represent the distorted state of the local position
in dewarped images. In order to enhance the reading quality
of the image, we considering it is necessary to pay more at-
tention to the area of the text-lines. Therefore, we propose
to represent local information using text-line information,
extract the characteristics of the corresponding position in
the image. Besides, based on our observations, when us-
ing the deformation field for distortion rectification, for the
dewarped image, the areas in the same horizontal direction
should have the same vertical coordinates in the deforma-
tion field. For example, for text-lines, the text area of the

same line should have the same ordinate. This is a very
critical starting point for our design model.

From the perspective of readability, we propose a novel
distortion image rectification model based on cross atten-
tion mechanism, which fuses the features of the image
foreground and text line. The features of the foreground
and text-line regions respectively focus on the features of
the corresponding positions in the original warped image.
The foreground and text-line features are each represent the
global and local information of the distorted image, which
have complementary effects. In addition, in order to en-
hance the interaction between global and local features, we
share the two cross attention branches of foreground and
text-lines, which also reduces the amount of model param-
eters to a certain extent.

The main contributions of our work are summarized as
follows:

• We propose to use foreground and text line information
to guide the model to focus on the global and local
features of distorted paper, so as to reduce background
interference and improve the readability of document
images.

• We introduce cross-attention to explore more effective
interaction between paper deformation trend and orig-
inal distorted image.

• We conduct extensive experiments and show the state-
of-the-art results on the existing prevalent benchmarks.

2. Related Work
2.1. Document Image Geometric Unwarping

The goal of rectifying distorted images is to enhance the
visual quality of images, thereby reducing the difficulty of
text extraction and improving the readability of paper. Early
document image rectification methods performed paramet-
ric rectification by using cues easily observed from the im-
age, such as text-lines proposed by Huang et al. [12], cylin-
drical surfaces [38, 6, 21, 18, 48, 27], document boundaries
[3, 36] or laser beams from external devices used by Narain
et al. [29].

In recent years, many works such as [26, 8, 1, 11, 14, 10]
proposed to use deep learning to rectify distorted document
images. These models solve the rectification problem by
directly predicting the deformation field of the image.

Ma et al. [26] is the first work using deep neural net-
works on this task. They used a stacked UNet structure to
predict the deformation field for each pixel in the warped
document. This is an end-to-end structure that inverts the
input image to obtain the result after the prediction result is
obtained. In view of the lack of a large number of warped
datasets to train the model, Das et al. [8] subsequently con-
tributed a warped document image dataset (Doc3D) con-
taining about 100,000 Distorted images. In addition, they
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Figure 2. The overview architecture of our proposed method. FAM is Foreground Attention Module and TAM is Text-lines Attention
Module.

proposed a UNet structure network that uses 3D shape
(World Coordinates) to replace the original warped docu-
ment to predict the deformation field.

In order to reduce the interference of the background
on the dewarping effect, Feng et al. [11] proposed to re-
move the background of the document before rectification,
and introduced a transformer on this task for the first time.
For reasons of improving the reading quality of the rectified
document, other works of Jiang et al. [14] and Feng et al.
[10] proposed to introduce the text-line feature in the docu-
ment to enhance the rectification effect of text-line areas.

2.2. Attention in Vision

The attention mechanism focuses the attention of the
network on the most important parts of the data by en-
hancing the weight of some parts of the input data of the
neural network while weakening the weight of other parts.
It was originally developed in 2017 for natural language
processing tasks by Vaswani et al. [37], and greatly im-
proved new state-of-the-art performance on many down-
stream tasks. However, in recent years, great success
has been achieved in computer vision-related tasks such
as image or video classification [39, 31, 2, 33, 7], im-
age segmentation [49, 41, 4, 23], visual question answer-
ing [51, 34, 5, 46], and scene text recgonition [44].

Different from the self-attention mechanism, cross at-
tention is able to exploit the intra-modal relations of each
modality to complement each other and enhance the fea-
ture relations between different modalities. On multimodal
tasks, cross attention is widely used to match the visual se-
mantic similarity between images and texts [51, 34, 5, 46],
and the key step is how to design fusion modules to ef-
fectively connect multimodal inputs. In this distorted im-

age geometry rectification task, in order to minimize back-
ground interference, we propose to use the foreground in-
formation to aware corresponding regions in image features
in a cross-attention manner. Furthermore, in order to in-
crease the attention on the text-line regions, similar to the
foreground cross-attention, we use the text-lines informa-
tion to obtain the features of the text regions in the image,
which can ensure that the same line of text is horizontal on
the rectified image.

3. The Proposed Approach
In this section, we propose a noval framework for doc-

ument image dewarping. The overview architecture of our
model is shown in Figure 2.
Network Architecture. Our model consists of CNNs En-
coder, the Foreground and Text-line Attention Module, and
the Transformer Decoder. We use these three modules
to obtain the features of foreground regions except back-
ground and text-line regions in distorted document images,
respectively. After obtaining text-line and foreground infor-
mation, cross-attention used to enhance the foreground and
text-line attention. And then concatenate the feature map of
these two cross feature map in the channel dimension, input
it to the multi-layer decoder to predict the 2D grid coordi-
nates, and finally use the coordinates to dewarp the input
document image.

Given a warped document image I ∈ RH×W×3, we first
resize it to Ir ∈ RHr×Wr×Cr , where Hr = Wr = 224
and Cr = 3 is the number of RGB channels of the orig-
inal image. Then, Ir is fed into an encoder consisting of
multiple layers of convolutional neural networks (CNNs) to
obtain the feature map Fi ∈ RHi×Wi×Ci of the original
warped image. Then, through the cross-attention of fore-
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Figure 3. Text-line detection results of the Doc3D dataset. Row 1:
Input warped images. Row 2: Detection results for text lines.

ground and text-line, the region of interest is extracted from
the image features Fi. Finally, a 2D dense grid coordinate
Ĝ ∈ RHr×Wr×2 (backward mapping or deformation field)
is predicted through a transformer network composed of a
multi-layer self-attention and feed-forward network archi-
tecture. According to the obtained grid coordinates, the in-
put image can be dewarped to obtain an dewarped picture
D ∈ RH×W×3. Each coordinate (x, y) in grid coordinates
represents the position of the pixel value on the input image
in the rectified image.
CNNs Encoder. For the resized image Ir, we first use the
convolutional neural network module as an encoder to ex-
tract image features. The encoder contains 3 layers of resid-
ual blocks, and each layer downsamples the feature map
to half the size. The resolution of the final output feature
map Fi ∈ RHi×Wi×Ci is one-eighth of that of Ir, Where
Hi = Hr/8, Wi = Wr/8, Ci is the number of channels of
the feature map Fi. We set Ci to 256.
Foreground and Text-line Queries. In the previous work
on distorted image rectification, there have been related
works on foreground [11, 10] and text-line mask [14] ex-
traction. We initialize the foreground and text-line queries
on the basis of these two works. For foreground mask ex-
traction, Feng et al. [11] used a lightweight semantic seg-
mentation architecture network to predict the confidence
map of foreground. The network is an Encoder-Decoder
structure. We do not directly use the resulting binarized
mask. Instead, use the six-layer feature maps in the de-
coder, and first resize them to the same size as Fi, which
is one-eighth the size of Ir. And after concatenating in the
channel dimension, use a layer of 3 × 3 convolution mod-
ule and BatchNorm [13] to reduce the number of channels
to 256. Compared with directly using the binary mask out-
put by the last layer of the network, this method can obtain
richer image feature information.

For the text-lines information, since the Doc3D training
dataset proposed by DewarpNet [8] used by our model lacks
corresponding text-line annotations, we use the detection

text-line method proposed in RDGR [14] to obtain text-line
features. This detection method used the U-Net network to
train on PubLayNet [50] and the Scanned Script Dataset1.
Its detection effect on the Doc3D dataset is shown in Figure
3. Although the text-line detected by this method has cer-
tain errors due to the deformation of the image, illumination
effects and other reasons, it is within the network fault tol-
erance range. For text-line queries initialization, we use the
last feature map of the U-Net network decoder (not the final
confidence map). Its resolution is consistent with U-net net-
work input. Then, we apply a layer of 3×3 convolution and
BatchNorm [13] to change the number of channels to 256,
and finally bilinear interpolation is utilized to downsample
the feature map size to one-eighth the size of Ir.
Foreground and Text-line Attention Module. For the
initialized foreground queries, we use the cross-attention
mechanism to extract features in distorted images. This
module consists of three parts: self-attention, cross-
attention, and feed forward networks. First, the image fea-
ture map Fi is flattened, and then the long-distance depen-
dencies between patches are calculated using self-attention.

However, in the process of flattening the feature map,
2D coordinate information will be lost, which is crucial to
obtain the local and global relationship, so we add a learn-
able 2D coordinate information. The same operation is per-
formed on foreground queries. And then, in order to pay
more attention to the foreground area and ignore the back-
ground, we use a foreground-guided cross-attention mod-
ule. Specifically, a multi-head cross-attention layer is ap-
plied after self-attention. We utilize image features Fi as
key and value, and the foreground feature Ff as query. Sim-
ilar to the foreground-query cross-attention mechanism, in
order to extract the features of the text-line positions of in-
terest. The text-line features Ft is treated as query. Finally,
we utilize a layer of convolutions to enhance local feature
extraction after obtaining the attention feature map. The
formula for the foreground query and text-line query cross-
attention mechanism is as follows:

CAf = CA(Q,K, V ) = CA(Ff , Fi, Fi)

= softmax(
FfF

T
i

σ
)Fi

(1)

CAt = CA(Q,K, V ) = CA(Ft, Fi, Fi)

= softmax(
FtF

T
i

σ
)Fi

(2)

where CA is Cross-Attention and σ is a scaling factor. CAf

and CAt are the foreground and text-line cross-attention
map respectively.
Transformer Decoder. After extracting the interesting fea-
ture CAf and CAt of the foreground and text-line, we con-
catenate the two features and feed them into the transformer

1https://github.com/zzzDavid/ICDAR-2019-SROIE
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Method Pub. MS-SSIM ↑ LD ↓ AD ↓ ED ↓ CER ↓
Distorted - 0.2459 20.51 1.0134 2111.56 0.5352
DocUNet [26] CVPR’18 0.4103 14.19 - 1933.66 0.4632
DocProj [20] TOG’19 0.2946 18.01 - 1712.48 0.4267
DewarpNet [8] ICCV’19 0.4735 8.39 0.4260 885.90 0.2373
FCN-based [42] DAS’20 0.4288 7.75 0.4017 1792.60 0.4213
PWUNet [9] ICCV’21 0.4915 8.64 - 1069.28 0.2677
DocTr [11] ACM MM’21 0.5105 7.76 0.3682 724.84 0.1832
DDCP [43] ICDAR’21 0.4726 8.97 0.4287 1411.38 0.3573
FDRNet [45] CVPR’22 0.5420 8.21 - 829.78 0.2068
RDGR [14] CVPR’22 0.4950 8.51 0.4382 729.52 0.1717
DocGeoNet [10] ECCV’22 0.5040 7.71 0.3800 713.94 0.1821
Ours - 0.4978 8.43 0.3761 697.52 0.1705

Table 1. On the DocUNet Benchmark [26], compare our proposed with existing methods in terms of Multi-Scale Structural Similarity
(MS-SSIM), Local Distortion (LD) and OCR accuracy (ED and CER). “↑” indicates the higher the better and “↓” means the opposite.

decoder composed of multi-head self-attention mechanism
to predict the grid map. Consistent with the cross-attention
module, we also add 2D learnable position coordinates. The
structure of each decoder layer consists of self-attention and
feed-forward network. Finally, we adopt the upsampling
method in DocTr [11] and GeoDewarpNet [10] to obtain
high-resolution 2D deformation field G. This upsampling
method trains a learnable weight on the basis of initializing
the grid coordinates to perform weighted optimization on it.
Training Loss Function. The loss function of our distorted
document image rectification model is to compute the L1

distance between the predicted grid coordinate Ĝ and the
label G. The formula as follows:

Lgrid =
∥∥∥G− Ĝ

∥∥∥
1

(3)

4. Experiments

In this section, we first review the existing training
dataset (Doc3D) and evaluation benchmark (DocUNet and
DIR300 dataset) for distorted image dewarping. Second, we
introduce the evaluation metrics and training details of this
method. And then, we evaluate our document image recti-
fication method on two datasets, DocUNet Benchmark [26]
and DIR300 [10]. Finally, we demonstrate our rectification
performance on several evaluation metrics.

4.1. Dataset

Doc3D. We train the geometric rectification model on the
Doc3D dataset contributed by DewarpNet [8]. Doc3D is the
largest distortion dewarping dataset so far, containing a total
of 100K distorted images. It is created by about 4000 real
document images and rendering software. Among them,
different camera positions and various illumination are ap-
plied when rendering. For each distorted document im-
age, the corresponding labels include 3D coordinate maps,
albedo maps, normals, depth maps, UV maps and backward
mapping map.

DocUNet Benchmark. In current deep learning-based doc-
ument dewarping methods, the DocUNet Benchmark [26]
dataset is widely used. This evaluation dataset contains
130 distorted images in natural scenes captured by mobile
devices. In addition, for better comparison with previous
methods, we follow the proposal in DocGeoNet [10] and
rotate the 127th and 128th images in DocUNet [26] that do
not match the labels by 180 degrees.
DIR300 Dataset. DIR300 dataset is a new test dataset pro-
posed by DocGeoNet [10] captured by moving camera. It
contains 300 images of real distorted documents involving
more complex backgrounds, distorted degrees, and various
lighting conditions.

4.2. Evaluation metrics

MS-SSIM, LD and AD. We follow previous methods [26,
8, 1, 11, 14, 10] to perceive image quality using an image-
based Multi-Scale Structural Similarity method (MS-SSIM)
[40]. Computationally dense SIFT-flow [22], Local Distor-
tion (LD) [47] computes the average of the L2 distances be-
tween all pixels in the ground-truth scanned image and the
rectified image pixels, which measures the average local de-
formation of the rectified image. Following DocUNet [26],
all rectified images and their labels are resized to 598400
pixel area. We use the code provided by DocUNet [26]
for evaluation. Aligned Distortion (AD) is a more robust
evaluation metric proposed by [25], which aligns unwarped
images and ground truth scans by unifying translation and
scale before computing distortions.
CER and ED. We use Character Error Rate (CER) [28]
and Edit Distance (ED) [19] to measure the performance
of our method. ED is a string metric that measures the
difference between two character sequences. The edit dis-
tance between two strings is the minimum number of single-
character edits (insertions (i), deletions (d), or substitu-
tions (s)) required to transform one string into the reference
string. Then, the calculation of CER is: (i+d+s) /N , where
N is the number of reference strings. Following the latest
methods DocTr [11] and DocGeoNet [10], we use Tesser-
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Figure 4. Comparisons on DocUNet Benchmark [26]. Column 1: Distorted images. Columns 2-6: Results of DewarpNet [8], DocTr [11],
RDGR [14], DocGeoNet [10] and ours method. Last column: Flatbed scanned images. We highlight the differences by using red and
yellow arrows.

Method Pub. MS-SSIM ↑ LD ↓ AD ↓ ED ↓ CER ↓
Distorted - 0.3169 39.58 0.7707 1500.56 0.5234
DocProj [20] TOG’19 0.3246 30.63 - 958.89 0.3540
DewarpNet [8] ICCV’19 0.4921 13.94 0.3320 1059.57 0.3557
DocTr [11] ACM MM’21 0.6160 7.21 0.2552 699.63 0.2237
DDCP [43] ICDAR’21 0.5524 10.97 0.3554 2130.01 0.5524
DocGeoNet [10] ECCV’22 0.6380 6.40 0.2418 664.96 0.2189
Ours - 0.6070 7.68 0.2440 652.80 0.2115

Table 2. On the DIR300 Dataset [10], compare our proposed with existing methods.

act (v5.0.1) [32] as an OCR engine to recognize text in the
images. And, following the settings in DocUNet [26], De-
warpNet [8] and RDGR [14], 50 images are selected from
DocUNet Benchmark [26] to evaluate OCR performance.
On DIR300 dataset [10], we compute CER and ED for 90
text-rich images following the setting in DocGeoNet [10].

4.3. Implementation Details

We implement the entire model architecture on the Py-
Torch [30] framework. We train our document rectification
model on the Doc3D dataset of 100,000 images. The image
size for training is 224 × 224. We set the layers of cross-
attention and transformer decoder to 12 and 6, respectively.
We use the AdamW optimizer [24] with a batch size of 24.
The initial learning rate is 1 × 10−4. The whole model is
trained on two NVIDIA A100 GPUs for 30 epochs until the
model converges.

4.4. Experimental Results

We use OCR performance (CER and ED) and image dis-
tortion metrics (MS-SSIM and LD) to compare our method
with existing deep learning-based state-of-the-art rectifi-
cation models on DocUNet Benchmark [26] and DIR300
Dataset [10].
Evaluation on DocUNet Benchmark. As shown in Table
1, in the setting of 50 images, compared with the existing
works, our method for distorted document image dewarping
improves both ED and CER. Among them, the ED metric
dropped below 700 for the first time to reach 697.52, an
increase of 2.3%. At the same time, it reached 0.1705 on
the CER. Our method outperforms almost all non-textline
methods [26, 20, 8, 42, 9, 11, 43, 45] on distortion metrics.
It can be seen that making the model focus on the features
of the text-line regions significantly improves the rectifica-
tion effect. Overall, in addition, compared with RDGR [14]
and DocGeoNet [10], which also use text-line for distor-
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Figure 5. Comparisons on DIR300 [10]. Column 1: Distorted im-
ages. Column 2-4: Results of DewarpNet [8], DDCP [43], Doc-
GeoNet [10]. Column 5: Rectification results of our model.

tion images dewarping, our method performs better in OCR
evaluation metrics.
Evaluation on DIR300 Dataset. In the evaluation of the
DIR300 dataset, the results are shown in Table 2. We fol-
low the settings in DocGeoNet [10], and select 90 of the
pictures for evaluation in terms of OCR accuracy. For previ-
ous state-of-the-art methods, our method has improved both
CER and ED, and ED has increased by 1.8% and dropped to
652.8. Compared with the existing state-of-the-art methods,
from the experimental results, our method can more effec-
tively improve the OCR performance of the rectified image.
In order to show the rectification effect more intuitively, we
visualize and compare the results between existing and our
methods on DocUNet Benchmark [26] and DIR300 Dataset
[10], as shown in Figure 4 and Figure 5. It can be seen
from the first two rows of these two figures that our method
pays more attention to the foreground of distorted document
images. The last two lines of images show that the dewarp-
ing effect of the text-line is more horizontal after the in-
troduction of the text-line information. This is crucial for
improving OCR accuracy and paper readability.

4.5. Experimental Analysis

Visualizations of OCR Results. We visualized the recog-
nition results of OCR after image rectification, as shown in
the Figure 6. We compared the effect of the distorted im-
ages, dewarping results of DocGeoNet [10] and our method
on OCR recognition. We highlight the text area detected
by Tesseract (v5.0.1) [32] OCR engine with three different
colors. It can be seen from the figure that the OCR per-
formance can be greatly improved after dewarping the dis-

Figure 6. Visualizations of OCR results. Left to right: Original
deformed images, rectified by DocGeoNet [10], rectified by ours
method. The color is the highlighted text detection results. Yellow
arrows indicate differences.

torted image. By fusing the information of text-lines, the
model can be made to pay more attention to the text area,
improving the reading quality of the document image.
Visualizations of Cross-attention Maps. In order to fur-
ther show the feature extraction effect of foreground and
text-lines, we provide the attention map visualization for
the foreground and text-line attention map from our cross-
attention module (FAM and TAM) in Figure 7. We can see
that our model can acquire the ability to localize the fore-
ground and text-line regions.
Bad Case Analysis. Although our method improves the
OCR accuracy to some extent, it has not reached SOTA
on MS-SSIM, LD and AD. According to our analysis, as
shown in the Figure 8, after observing the rectified samples,
we found that the characteristics of the input distorted image
itself, such as the influence of illumination condition, shad-
ows, and background that is very close to the foreground
boundary, although these do not affect the attention feature
extraction of text-line regions. It is also because of these
attributes that the effect of our method to segment the mar-
gins between foreground and background on similar images
with these characteristics still needs to be improved.

Besides, We analyzed the influence of the text content ra-
tio on the DocUNet Benchmark. Sorting in ascending order
of the proportion of text content, the first 30% of images as
Low, the next 40% of images as Middle, and the last 30%
of images as High. As shown in table 3, Due to MS-SSIM
is sensitive to pixel location, highly subtle image differences
can result in large MS-SSIM differences. Since the connec-
tivity of text area is lower than general images, the more
text content may cause lower MS-SSIM. This phenomenon
is also manifested in AD. As the ratio of text increases, LD
tends to be better, which indicates that the text line feature
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Text Content Ratio MS-SSIM ↑ LD ↓ AD ↓
Low 0.54 10.74 0.35
Middle 0.51 8.27 0.35
High 0.44 6.34 0.44

Table 3. The relationship between the proportion of text content
and each evaluation metric.

FAM TAM MS-SSIM ↑ LD ↓ AD ↓ ED ↓ CER ↓
✓ 0.4785 8.53 0.3619 761.22 0.1952

✓ 0.4778 8.86 0.3529 748.46 0.1889
✓ ✓ 0.4978 8.43 0.3761 697.52 0.1705

Table 4. Ablation experiments. FAM is Foreground Attention
Module and TAM is Text-lines Attention Module.

Figure 7. Visualizations of attention maps. Left to right: dis-
torted images, foreground attenion maps, text-line attention maps,
rectification results of our model.

is beneficial for local distortion correction, which is also re-
flected from the CER and ED metrics.

Ablation Studies. Table 4 shows the performance of our
method when foreground and text-line information are used
respectively. We compared the performance when only one
of the two features mentioned above is used. This experi-
mental results demonstrate that using foreground and text-
line feature extraction modules together, the MS-SSIM and
Local Distortion (LD) are increased by at least 4% and 1.2%
respectively. It can be seen that the overall rectification ef-
fect of the distorted document image is the best when the
two features are combined to extract the region of interest
in the original image. It is precisely due to the foreground
contains the overall distorted outline of the deformed im-
age, and the text-line contains the local deformation trend
of the text area, so that the global and local information can
be complementary with each other, and the overall rectifi-
cation effect can be greatly improved.

Figure 8. Visualizations of attention maps for bad case anal-
ysis. Left to right: distorted images, foreground attention maps,
text-line attention maps, rectification results of our model. Row 1:
influence of illumination condition. Row 2: the boundary of the
foreground close to background. Row 3: the shadow interference
of the document image.

5. Conclusion

In this work, we explored how to optimize the rectifi-
cation of distorted document images from the perspective
of readability. We propose an efficient method for warped
document rectification by focusing on the foreground and
text-line regions of the original deformed image separately
via cross-attention. We use this method to improve the read-
ability of the rectified document images from the perspec-
tive of global and local features. The effectiveness of this
feature fusion mechanism is proved by experiments on two
public benchmark datasets. In the future, since the current
training dataset lacks text-line annotations, we will further
explore how to obtain more accurate text-line annotations.
This is also a limitation of our method. Besides, for ex-
tracting distorted image features, we will also explore more
fine-grained and multi-attribute feature fusion methods to
improve image quality and OCR performance.
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