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Abstract

In video action recognition, shortcut static features can
interfere with the learning of motion features, resulting in
poor out-of-distribution (OOD) generalization. The video
background is clearly a source of static bias, but the video
foreground, such as the clothing of the actor, can also pro-
vide static bias. In this paper, we empirically verify the ex-
istence of foreground static bias by creating test videos with
conflicting signals from the static and moving portions of
the video. To tackle this issue, we propose a simple yet ef-
fective technique, StillMix, to learn robust action represen-
tations. Specifically, StillMix identifies bias-inducing video
frames using a 2D reference network and mixes them with
videos for training, serving as effective bias suppression
even when we cannot explicitly extract the source of bias
within each video frame or enumerate types of bias. Fi-
nally, to precisely evaluate static bias, we synthesize two
new benchmarks, SCUBA for static cues in the background,
and SCUFO for static cues in the foreground. With exten-
sive experiments, we demonstrate that StillMix mitigates
both types of static bias and improves video representa-
tions for downstream applications. Code is available at
https://github.com/lihaoxin05/StillMix.

1. Introduction

Traditional computer vision techniques perform well on
independent and identically distributed (IID) test data, but
often lack out-of-distribution (OOD) generalization [9, 32,
12]. This is intimately tied to the learning of shortcut fea-
tures [27, 16, 17], which are easy to learn and correlate
strongly with IID labels but cause poor OOD generalization
[53, 62, 49, 22]. In video action recognition, shortcut fea-
tures often manifest as static cues. For example, a network
may classify a video as golf swinging based on its back-
ground, a golf course, even if the motion patterns indicate
another action such as walking. While static cues can pro-
vide valuable information [74, 11, 77], they often outcom-
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Figure 1: Evaluation of background and foreground static
bias. (a) Testing on IID HMDB51 [36] test videos. (b) Test-
ing on SCUBA videos, constructed by replacing the video
background with a synthetic sinusoidal stripe image. (c)
Testing on videos with conflicting foreground cues, con-
structed by inserting a random static foreground into the
SCUBA video.

pete motion features [23, 40, 41, 52, 69] and result in low
OOD performance [41, 63, 26]. In contrast to the rich litera-
ture on mitigating background static bias (e.g., golf courses
for golf swinging) [5, 63, 73, 10, 6], foreground static bias
has been underexplored. Examples of foreground bias in-
clude swimsuits for swimming and guitars for guitar play-
ing — people can swim without swimsuits or show guitars
in the video without playing them.

The first question we ask is if foreground static bias
exists and if it is captured by the representations learned
by neural networks. Our investigation technique is to cre-
ate test videos with conflicting action cues from the mov-
ing part and the static part of the video. In the first
step, shown in Figure 1(b), we replace the backgrounds
of IID HMDB51 [36] test videos by sinusoidal stripe im-
ages. These videos have no meaningful backgrounds, so
the action information must come from the foreground.
Therefore, models overly reliant on background static cues
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Figure 2: An illustration of StillMix. We train a 2D reference network that classifies still frames into actions to capture static
bias. With the reference network, we sample frames inducing static bias to construct a biased frame bank. We mix the frames
from the bank with a given video to generate an augmented video, which is used to train a 3D main network to mitigate static
bias.

should perform poorly. A background debiasing technique,
FAME [10], coupled with a tiny Video Swin Transformer
(Swin-T) [46], works relatively well on this test.

In the second step, shown in Figure 1(c), from a single
frame of a random video, we extract its foreground (mainly
human actors), and insert the static foreground into all the
frames of the current SCUBA video. The resultant video
contains only two action features: a static foreground that
indicates one action label and a moving foreground that in-
dicates another action label. Predictions made using the
static foreground would be wrong. This design allows the
quantification of foreground static bias. More details can be
found in Sec. S1 of the Supplementary Material.

The results clearly show the existence of foreground
static bias and its negative effects. On the second test set,
both Swin-T and Swin-T+FAME suffer similar degradation
and perform 5% worse than SCUBA videos. FAME works
by procedurally isolating the foreground regions from each
frame and use those for training. However, it is hard to sepa-
rate the foreground motion from the static foreground (e.g.,
clothing, equipment, or other people attributes [40]) in the
training videos, since both types of features are strongly tied
to the human actors.

We propose StillMix, a technique that mitigates static
bias in both the background and the foreground, without the
need to explicitly isolate (or even enumerate [5]) the bias-
inducing content within a frame. StillMix identifies bias-
inducing frames using a reference network and mixes them
with training videos without affecting motion features. The
process is illustrated in Figure 2. Unlike FAME, StillMix

could suppress static bias anywhere in a frame, including
the background and the foreground. In Figure 1, StillMix
outperforms FAME and suffers only 2% accuracy drop on
the second benchmark, highlighting its resilience.

Evaluating OOD action recognition is challenging as test
videos with OOD foregrounds, such as swimming without
swimsuits or cycling while carrying a guitar, are rare. To
pinpoint the static bias in either the background or the fore-
ground, we create new synthetic sets of OOD benchmarks
by altering the static features in IID test videos, as illus-
trated in Figure 3. Specifically, we retain the foregrounds
of actions and replace the backgrounds with diverse natu-
ral and synthetic images. This procedure yields a test set
that quantifies representation bias toward static cues in the
background (SCUBA). Second, we create videos that re-
peat a single random frame from SCUBA, producing a test
set that quantifies representation bias toward static cues in
the foreground (SCUFO). As these videos disassociate the
backgrounds from the action and contain no motion, their
actions can be recognized by only static foreground fea-
tures. Thus, high accuracy on SCUFO indicates strong fore-
ground static bias.

With the synthetic OOD benchmarks, we extensively
evaluate several mainstream action recognition methods and
make the following observations. First, all examined meth-
ods exhibit static bias. Second, existing debiasing methods
like ActorCutMix [78] and FAME [10] demonstrate resis-
tance to background static bias, but remain vulnerable to
foreground static bias. In contrast, the proposed StillMix
consistently boosts performance of action recognition mod-
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Figure 3: An illustration of OOD benchmark construction.
To quantify static cues in the background, we reserve the
foreground actions and replace the backgrounds with other
images to synthesize SCUBA videos. To quantify static
cues in the foreground, we randomly select one frame in the
SCUBA video and stack it into a single-frame video with-
out motion, named SCUFO videos.

els and compares favorably with the other debiasing tech-
niques on both background and foreground static bias. In
addition, StillMix improves the performance of transfer
learning and downstream weakly supervised action local-
ization.

The paper makes the following contributions:
• Through quantitative experiments, we highlight the

importance to address foreground static bias in learn-
ing robust action representations.

• We propose StillMix, a video data augmentation tech-
nique to mitigate static bias in not only the background
but also the foreground.

• We create new benchmarks to quantitatively evaluate
static bias of action representations and pinpoint the
source of static bias (backgrounds or foregrounds).

• We compare action recognition methods on the created
benchmarks to reveal their characteristics and validate
the effectiveness of StillMix.

2. Related Work
Bias Evaluation. Biases are surface features that are eas-
ily learned by neural networks and strongly influence their
predictions. Such features perform well on IID data [60, 29]
but do not generalize to OOD data [53, 49]. In action recog-
nition, models easily capture static bias [40, 41, 5, 63]. The
following methods are used for bias evaluation: (1) Visual-
ization techniques [15, 47] visualize the regions that mod-
els focus on to interpret the static bias qualitatively. (2)
Proxy data or tasks. Synthetic videos with altered back-
grounds [6], videos with white-noise textures [26], dynamic
texture videos [21, 3] are used to reveal the bias toward
backgrounds or texture. Proxy tasks evaluating temporal

asymmetry, continuity, and causality are designed to show
the static bias in video representations [18]. (3) Mutual in-
formation. [33] quantifies the static bias using mutual infor-
mation between representations of different types of videos.
Although these works evaluate the static bias in the whole
video, they do not specify the source of static bias. In this
paper, we create new benchmarks to pinpoint the source of
static bias as the background and the foreground.
Bias Mitigation. Prevalent techniques of mitigating bias
in action representations can be broadly classified into four
categories. (1) Attribute supervision. [5] uses scene pseudo-
labels and human masks to discourage models from predict-
ing scenes and recognizing actions without human, but it
needs extra attribute labels. (2) Re-weighting. [40, 41] iden-
tify videos containing bias and downweight them in train-
ing, but [65] suggests merely weight adjustment is insuffi-
cient. (3) Context separation. [66] learns to separate action
and contexts by collecting samples with similar contexts but
different actions. (4) Data augmentation. Similar to the
proposed StillMix, a few works utilize augmented videos.
BE [63] mixes a frame from a video with other frames in
the same video. ActorCutMix [78], FAME [10], ObjectMix
[31] and FreqAug [30] carefully carve out the foreground
(human actors or regions of motion), and replace the back-
ground with other images to create augmented training data.
SSVC [73] and MCL [38] focus the models to the dynamic
regions. However, these methods have not addressed static
cues in the foreground.

A particular advantage of StillMix is that it does not re-
quire specially designed procedures to carve out the bias-
inducing pixels within the frames like ActorCutMix [78]
and FAME [10], or even to enumerate the source of bias like
[5]. Rather, it automatically identifies bias-inducing frames
using a reference network. Consequently, StillMix can sup-
press static bias in both the background and the foreground.

StillMix is also similar to two debiasing techniques de-
signed for image recognition and text classification [48, 44],
which use a reference network to identify bias-inducing
data instances. However, StillMix exploits the special prop-
erty of videos that they can be decomposed into individ-
ual frames. StillMix identifies bias-inducing components
(frames) using 2D networks rather than whole data points
as in [48, 44].
Action Recognition. 3D convolution or decomposed 3D
convolutions [28, 58, 4, 61, 59, 42] are popular choices for
action recognition. Two-stream architectures employ two
modalities to classify actions, such as both RGB frames and
optical flow [54, 64], or videos with two different frame
rates and resolutions [14]. Multi-scale temporal convolu-
tions or feature fusion are designed for fine-grained actions
with strong temporal structures [75, 24, 39, 67]. Trans-
former networks are proposed to capture the long-range de-
pendencies [1, 2, 46]. However, our understanding of the
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representations learned by these models remains limited. In
this paper, we create benchmarks to evaluate what features
are captured by action models and propose a simple data
augmentation method that effectively improves the robust-
ness of action models.

3. The StillMix Technique

In order to learn robust and generalizable action rep-
resentations that are invariant to static cues, we propose
a simple but effective video data augmentation technique,
StillMix. Instead of using manually designed rules to iden-
tify and remove biased data from the training set, as in Ac-
torCutMix [78] and FAME [10], StillMix learns to iden-
tify still frames that induce biased representation using a
neural network and mitigate static bias through mixing the
identified frames with videos. As a result, StillMix offers a
flexible bias suppression technique that works for both the
background and the foreground.

We begin with some notations. We denote the ith video
in the training set as tensor xi ∈ RC×T×H×W , where C,
T , H and W are the number of channels, number of frames,
height and width of the video, respectively. The associated
ground-truth action label is yi. The video xi contains a se-
quence of frames ⟨zi,j⟩Tj=1, zi,j ∈ RC×H×W . The train-
ing set contains N training video samples and is written as
{(xi, yi)}Ni=1. The goal of StillMix is to augment a given
training sample (xi, yi) into a transformed sample (x̃i, ỹi).
The procedures of StillMix are illustrated in Figure 2 and
introduced as follows.

Step 1: Training the Reference Network. We identify
bias-inducing frames using a 2D reference network that pre-
dicts the action label from a still frame of a video. As the
still frame contains no motion, we expect the network to
rely on static features to make the predictions.

Specifically, at every epoch we randomly sample a frame
zi,j ∈ RC×H×W from each video xi, and train the refer-
ence network R(·) to predict the label yi. The loss is

Lref =
1

N

N∑
i=1

ℓ(R(zi,j), yi), (1)

where ℓ(·) can be any classification loss, such as the cross-
entropy. After training, the reference network R(·) encodes
the correlations between static cues within the frames and
the action classes.

Step 2: Identifying Biased Frames. The output of refer-
ence network R(zi,j) is a categorical distribution over ac-
tion classes. We take the probability of the predicted class
pi,j = maxk P (y = k|zi,j). A high pi,j indicates strong
correlation between zi,j and the action class, which means
zi,j can induce static bias. Therefore, we select frames with

high pi,j to construct the biased frame bank S:

S = {zi,j |pi,j ≥ pτ} , (2)

where pτ is the τ -th percentile value of pi,j . In practice,
we perform another round of uniformly random selection to
control the size of the biased frame bank.

Step 3: Mixing Video and Biased Frames. To break the
strong correlation between the biased frame and the action
class, we mix a video of any action class with different bi-
ased frames identified above. Specifically, in each epoch,
given a video sample (xi, yi), we sample a frame zbiased

from the biased frame bank S and tile it T times along the
temporal dimension, yielding a static video with T identi-
cal frames. We denote this operation as Tile(zbiased, T ). The
augmented video sample x̃i is generated by the pixel-wise
interpolation of xi and the static video. The augmented
video label ỹi is the same as the original action label yi.

x̃i = λxi + (1− λ)Tile(zbiased, T ), ỹi = yi, (3)

where the scalar λ is sampled from a Beta distribution
Beta(α, β).

The rationale for keeping the video label unchanged af-
ter augmentation is that the static video contains no motion
and does not affects the motion patterns in the mixed video,
thus it should not contribute to the action label. This setting
of StillMix can be intuitively understood as randomly per-
muting the labels of the static video, so that the network is
forced to ignore the correlations between the static cues in
the biased frames and actions.

Training with Augmented Videos. We apply StillMix to
each video with a predefined probability Paug.

(x∗
i , y

∗
i ) =

{
(xi, yi) ai = 0

(x̃i, ỹi) ai = 1
, ai ∼ Ber(Paug), (4)

where a is a scalar sampled from a Bernoulli distribution
Ber(Paug). The samples {(x∗

i , y
∗
i )}Ni=1 are used to train the

main network F(·) using the following loss function:

L =
1

N

N∑
i=1

ℓ(F(x∗
i ), y

∗
i ), (5)

where ℓ(·) could be any classification loss.

Discussion. StillMix aims to learn robust action representa-
tions that generalize to OOD data. One popular formulation
of OOD generalization [68, 34, 51, 35, 50] considers short-
cut features as features that work under a specific environ-
ment but not others. For example, a classifier that excels in
well-lit environments may perform terribly in dim environ-
ments. To learn robust classifiers, we ought to discover in-
variant features that work equally well in all environments.
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More formally, the optimal predictor F∗ can be found with
the bi-level optimization

F∗ = argmin
F

max
e

E
xe,ye

[ℓ(F(xe), ye)], (6)

where the feature-label pair, (xe, ye), are drawn from the
data distribution P (x, y|e) of environment e and ℓ is the
per-sample loss. xe contains both class features and en-
vironment features; a good predictor F is sensitive to the
former and ignores the latter. The optimization encourages
this because if F utilizes features that work for environment
e1 but not e2, the loss will increase as the maxe operation
will select e2.

However, directly optimizing Eq. (6), such as in [51],
requires sampling data from all environments, which is
impractical due to skewed environment distributions. For
example, videos of people playing soccer in tuxedos on
beaches are exceedingly rare. Maximizing over all envi-
ronments is also challenging.

The mixing operation in StillMix may be understood in
the same framework. A static frame zbiased can be consid-
ered as coming from an environment e′ which biases pre-
dictions toward certain action labels. Mixing zbiased with xi

simulates sampling xe′ from the environment e′. StillMix
may be considered to optimize the following loss,

F∗ = argmin
F

E
e

[
E

xe,ye
[ℓ(F(xe), ye)]

]
, (7)

which replaces the maximization over environments in
Eq. (6) with an expectation over environments due to the
random sampling of zbiased.

4. SCUBA and SCUFO: OOD Benchmarks
To quantitatively evaluate static bias in the background

and the foreground, we create OOD benchmarks based on
three commonly used video datasets, i.e., HMDB51 [36],
UCF101 [55] and Kinetics-400 [4], as detailed below.

4.1. Foreground Masks and Background Images

Foreground Masks. To extract the foreground area of ac-
tions, we use available human-annotated masks of people
for UCF101 and HMDB51. There are totally 910 videos in
the UCF101 test set and 256 videos in the HMDB51 test set
having foreground annotations. Since there is no human-
annotated masks for Kinetics-400, we use video segmen-
tation models [57, 56] to generate foreground masks. Af-
ter filtering out the videos with small foreground masks
(likely to be wrong), we obtain totally 10,190 videos in the
Kinetics-400 validation set to construct the benchmark.

Background Images. In order to synthesize diverse test
videos, we collect background images from three different
image sources: 1) the test set of Place365 [76]. 2) im-
ages generated by VQGAN-CLIP [8] from a random scene

(a) Place365 (b) VQGAN-CLIP (c) Sinusoid

Figure 4: Background images from different sources. (a)
An image from Place365. (b) An image generated by
VQGAN-CLIP from the query “A painting of a conference
room in the style of surreal art”. (c) An image of randomly
generated sinusoidal stripes.

category of Place365 and a random artistic style. 3) ran-
domly generated images with S-shaped stripes defined by
sinusoidal functions. For each image source, we construct a
background image pool. In Figure 4, we show three exam-
ple background images from the three sources. More details
are described in Sec. S2 of the Supplementary Material.

4.2. Test Video Synthesis

Testing for Background Static Cues. Given a video x with
T frames {xt}Tt=1, we create a synthetic video x̂ by com-
bining the foreground of x and a background image sam-
pled from a background image pool.

x̂t = mt ⊙ xt + (1−mt)⊙ Tile(zbg, T ), (8)

where mt is the foreground mask, ⊙ denotes pixel-wise
multiplication, zbg is a background image sampled from the
image pool. Tile(zbg, T ) repeats zbg T times along the tem-
poral dimension. For each video with foreground masks, we
pair it with m randomly selected background images from
each of the 3 background image pools to synthesize 3m
videos. We set m = 10, 5, 1 for HMDB51, UCF101 and
Kinetics-400, respectively, since HMDB51 and UCF101
have fewer videos with foreground masks and we would
like to increase the diversity of the synthetic videos.

The generated videos retain the original action fore-
ground, including the human actors and their motion, on
new random backgrounds. They are designed to test bias
toward static cues from the background, and are named
SCUBA videos. We expect models invariant to static back-
grounds to obtain high classification accuracy on SCUBA.

Testing for Foreground Static Cues. In addition, we cre-
ate another set of videos to test the amount of foreground
static bias in the learned representations. Foreground static
cues include people and object attributes, such as bicycle
helmets for cycling and bows for archery — people can
ride a bicycle without helmets or hold bows when not per-
forming archery. As the SCUBA videos contain most fore-
ground elements in the original videos, they cannot distin-
guish whether models rely on foreground static cues.

To this end, we create videos that contain only a sin-
gle frame. Specifically, from each SCUBA video, we ran-
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Table 1: Statistics of the created benchmarks.

Video
Source

# Original
Videos

Background
Source

# Synthetic
Videos

# Domain Gap
of SCUBA

# Domain Gap
of SCUFO

HMDB51 256
Place365 2,560 5.646±0.276 5.745±0.290

VQGAN-CLIP 2,560 8.178±0.685 8.307±0.533
Sinusoid 2,560 11.739±0.444 11.998±0.932

UCF101 910
Place365 4,550 20.493±2.199 20.829±2.093

VQGAN-CLIP 4,550 51.320±5.790 55.202±9.477
Sinusoid 4,550 52.249±3.522 52.534±5.930

Kinetics-400 10,190
Place365 10,190 6.094±0.208 6.455±0.224

VQGAN-CLIP 10,190 7.504±0.296 8.052±0.273
Sinusoid 10,190 7.211±0.311 7.766±0.148

domly select one frame and repeat it temporally to create a
video with zero motion. As these videos quantify the rep-
resentation bias toward static cues in the foreground, we
name them SCUFO videos. In SCUFO videos, the fore-
ground static features are identical to the corresponding
SCUBA videos, but the motion information is totally re-
moved. Therefore, a model invariant to foreground static
features should obtain low classification accuracy on them.

We summarize the dataset statistics in Table 1. SCUBA
and SCUFO have the same number of videos for each pair
of video source and background source. We also report
the domain gap between original videos to show their OOD
characteristics, as explained in the next section.

4.3. Quality Assessment

We empirically verify that the SCUBA datasets retain
the motion features of the original videos but replace back-
ground static features using the following two tests.

Human Assessment. To test if SCUBA preserves the
motion information sufficiently for action recognition, we
carry out an experiment on Amazon Mechanical Turk
(AMT) to verify if human workers can recognize the ac-
tions in SCUBA videos.

From the same original video, we randomly sampled one
synthetic video and asked the AMT workers if the moving
parts in the video show the labeled action. The workers are
given three options: yes, no, and can’t tell. We also cre-
ate control questions with original videos to detect random
clicking and design control groups to prevent the workers
from always answering yes to synthetic videos. The final
answer for each video is obtained by majority voting of
three workers. Workers who do not reach at least 75% ac-
curacy on the control questions are rejected. More details
are described in Sec. S2 of the Supplementary Material.

Collectively, the AMT workers were able to correctly
recognize the actions in 96.15% of UCF101-SCUBA,
86.33% of HMDB51-SCUBA and 85.19% of Kinetics400-
SCUBA videos. We conclude that SCUBA videos preserve
sufficient action information for humans to recognize.

Domain Gaps of the Static Features. To verify if SCUBA
and SCUFO have successfully replaced the background
static features and qualify as OOD test sets, we test if a clas-
sifier based on purely static features trained on IID videos
can generalize to SCUBA and SCUFO.

Using a variation of scene representation bias [5], we
define the domain gap Gscene as

Gscene = Acc(Dori,Φscene)/Acc(Dsyn,Φscene). (9)

Here Φscene is the average frame feature extracted from a
ResNet-50 pretrained on Place365 [76]. Thus, the extracted
feature captures static scene information, mostly from the
background. We train a linear classifier on the original
video training set and apply it to the original test set Dori,
obtaining the accuracy Acc(Dori,Φscene). After that, we
apply the same classifier to the synthetic dataset Dsyn, ob-
taining the accuracy Acc(Dsyn,Φscene). A higher ratio in-
dicates greater domain gap with respect to static features.

In Table 1, we show the means and standard deviations
computed from three random repeats of video synthesis. We
observe large domain gaps, ranging from 5.6-fold to 52-fold
decrease in accuracy on the synthetic test set. This demon-
strates the static features of synthetic videos differ substan-
tially from the original videos and the synthetic videos can
serve as OOD tests. Moreover, the low standard deviations
show that the effects of random sampling are marginal. In
later experiments, we use the dataset from one random seed.

5. Experiments

In this section, we compare the performance of several
mainstream action recognition methods on IID and OOD
test data and validate the effectiveness of StillMix.

5.1. Comparing Methods

Action Recognition Models. (1) TSM [43], a tempo-
ral shift module learning spatiotemporal features with 2D
CNN. (2) SlowFast [14], a two-branch 3D CNN learning
spatiotemporal signals under two frame rates. (3) Video
Swin Transformer [46], an adapted Swin Transformer [45]
for videos. We use the tiny version, denoted as Swin-T.

Video Data Augmentation and Debiasing Methods. We
compare the debiasing performance of several video data
augmentation and debiasing methods by adapting them
to supervised action recognition. (1) Mixup [72] and
VideoMix [70]. (2) SDN [5]. (3) BE [63], ActorCutMix[78]
and FAME [10]. We adapt these three self-supervised debi-
asing methods as data augmentations, which carve out the
foreground and replace the background as in the original
papers. All the data augmentation techniques are applied
stochastically as in [19]. More implementation details are
described in Sec. S3 of the Supplementary Material.
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Table 2: IID and OOD test accuracy (%) of augmentation
and debiasing methods on Kinetics-400. † indicates adap-
tation from self-supervised debiasing methods. Confl-FG
denotes synthetic videos with conflicting foreground cues.
All models are pretrained on ImageNet.

Model Augmentation
or Debiasing IID

OOD

Avg
SCUBA

x Avg
SCUFO

yContra.
Acc.

xConfl-
FG

xARAS
x

TSM

No 71.13 37.39 17.22 22.80 20.15 57.86
Mixup 71.33 40.81 17.53 25.98 23.48 58.05
VideoMix 71.35 38.87 17.25 24.57 23.43 56.61
SDN 69.99 36.95 16.55 22.38 20.29 55.06
BE† 71.30 37.89 16.08 24.35 20.11 57.47
ActorCutMix† 71.07 40.42 16.29 26.52 21.41 57.09
FAME† 71.13 40.91 18.34 25.63 24.41 57.47
StillMix (Ours) 71.28 40.48 5.23 36.07 25.73 59.69

Swin-T

No 73.95 41.74 18.17 25.93 25.25 60.17
Mixup 73.91 43.95 17.92 28.24 27.64 59.59
VideoMix 73.80 43.17 19.26 26.40 29.37 60.95
SDN 72.23 42.34 21.46 24.46 27.14 60.26
BE† 73.93 43.40 19.56 26.28 26.67 59.79
ActorCutMix† 73.97 45.70 19.39 28.64 29.02 61.23
FAME† 73.81 48.79 21.27 30.03 29.50 60.37
StillMix (Ours) 73.86 44.10 5.51 39.41 30.77 62.49

5.2. Evaluation Metrics

We conduct the following experiments on Kinetics-400,
UCF101 and HMDB51. First, we perform IID tests on the
original test sets and use the top-1 accuracy as metrics. Af-
ter that, we perform OOD tests on SCUBA and SCUFO and
report the average top-1 accuracy across background image
sources. Note that higher accuracy on SCUBA is better (low
background static bias), while lower accuracy on SCUFO is
better (low foreground static bias).

To show the performance of utilizing pure foreground
motion information, we propose another performance met-
ric called contrasted accuracy (Contra. Acc.). As one
SCUFO video is derived from a SCUBA video, we count
one correct prediction if the model is correct on the SCUBA
but incorrect on the associated SCUFO video.

We further evaluate on the synthetic videos with conflict-
ing foreground cues (Figure 1). Finally, we also evaluate on
ARAS [13], a real-world OOD dataset with rare scenes, to
show the performance of scene bias reduction.

5.3. Results on IID and OOD Benchmarks

Table 2, 3 and 4 compare the IID and OOD performance
of different video data augmentation and debiasing meth-
ods on Kinetics-400, HMDB51 and UCF101. Given limited
computational resources, we ran experiments on Kinetics-
400 using a single seed. However, on the smaller HMDB51
and UCF101, we repeated experiments with three seeds. In
Sec. S1 of the Supplementary Material, we provide more

Table 3: IID and OOD test accuracy (%) of augmentation
and debiasing methods on HMDB51. All models are pre-
trained on Kinetics-400.

Model Augmentation
or Debiasing IID

OOD

Avg
SCUBA

x Avg
SCUFO

y Contra.
Acc.

x Confl-
FG

x

TSM

No 70.39±0.51 38.03±1.39 19.23±1.30 22.02±0.64 25.44±1.31
Mixup 72.00±0.47 39.76±1.72 19.08±1.37 23.76±0.84 26.94±1.23
VideoMix 70.72±0.12 35.71±1.57 17.48±1.11 21.03±0.55 22.19±1.47
SDN 69.51±0.30 37.05±0.73 17.60±0.37 23.74±0.95 28.38±0.87
BE 71.22±0.24 38.48±1.42 19.45±1.06 22.39±0.67 25.21±1.35
ActorCutMix 70.52±0.82 38.40±0.53 19.61±0.56 21.94±0.40 26.16±0.36
FAME 70.39±0.88 47.19±1.52 22.33±0.91 28.21±0.89 33.98±2.09
StillMix 71.52±0.38 48.23±0.96 8.43±0.88 42.05±0.99 36.89±1.09

Swin-T

No 73.92±0.74 43.93±0.78 20.46±0.71 27.84±1.28 36.58±1.65
Mixup 74.58±0.43 43.10±1.13 21.17±0.66 26.09±1.05 36.62±2.98
VideoMix 73.31±0.53 39.39±0.71 20.44±0.73 23.13±0.54 32.68±1.04
SDN 74.66±0.82 40.02±1.48 20.22±1.24 22.88±1.05 34.87±2.43
BE 74.31±0.41 43.56±1.38 19.96±0.71 27.84±1.32 35.99±0.67
ActorCutMix 74.05±0.60 46.79±1.38 22.07±0.36 28.12±1.27 36.97±1.63
FAME 73.79±0.29 51.40±1.54 26.92±0.71 29.66±2.11 39.61±1.87
StillMix 74.82±0.43 51.81±1.78 13.39±0.71 40.28±1.61 47.38±1.50

Table 4: IID and OOD test accuracy (%) of augmentation
and debiasing methods on UCF101. All models are pre-
trained on Kinetics-400.

Model Augmentation
or Debiasing IID

OOD

Avg
SCUBA

x Avg
SCUFO

y Contra.
Acc.

x Confl-
FG

x

TSM

No 94.62±0.08 25.60±1.36 4.21±0.84 21.83±1.48 27.68±1.35
Mixup 94.71±0.14 27.80±0.95 4.04±0.81 24.17±1.00 30.31±1.10
VideoMix 94.50±0.19 31.55±1.68 5.77±0.74 26.69±1.38 30.69±1.79
SDN 93.84±0.27 19.91±0.61 3.10±0.19 17.19±0.51 20.89±0.36
BE 94.49±0.14 25.91±1.37 4.62±0.84 21.82±1.38 28.06±1.32
ActorCutMix 94.47±0.15 38.11±1.48 4.56±0.16 33.90±1.51 38.12±2.12
FAME 93.72±0.09 35.72±1.15 3.67±0.52 32.28±1.28 34.58±0.93
StillMix 94.30±0.14 37.18±1.29 0.79±0.12 36.47±1.24 40.59±0.80

Swin-T

No 96.21±0.19 42.31±2.24 5.78±0.68 36.82±2.12 44.65±2.10
Mixup 96.17±0.14 46.16±1.74 5.93±0.43 40.46±1.96 47.16±2.82
VideoMix 96.00±0.02 41.40±1.11 13.27±0.85 29.37±0.91 42.59±1.51
SDN 95.76±0.11 39.25±2.32 2.98±0.88 36.42±1.74 48.47±2.06
BE 96.06±0.11 43.98±0.80 5.54±0.94 38.62±1.13 46.62±0.96
ActorCutMix 95.87±0.19 58.61±0.48 11.92±0.25 46.87±0.45 56.88±0.39
FAME 95.81±0.15 40.90±1.57 6.36±0.71 35.14±1.66 28.21±1.83
StillMix 96.02±0.08 58.22±0.41 3.44±0.51 54.90±0.77 57.30±0.60

detailed results (e.g., tests on videos with conflicting fore-
ground cues and ARAS [13]).
OOD data cause performance degradation. Comparing
the performance of TSM and Swin-T on IID and OOD tests,
we observe that they perform much worse (more than 20%)
on SCUBA than IID videos. Given that human workers can
recognize the action in more than 85% of SCUBA videos,
the results indicate that the models are not robust to the
domain shifts, probably due to the reliance of static back-
ground features; when the backgrounds are replaced, per-
formance deterioration ensues.
IID tests do not fully reveal representation quality. Com-
paring the performance of different augmentation and debi-
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asing methods, we observe that all methods obtain similar
accuracies on IID tests, which fall within a 2% band. How-
ever, they show vastly different performance on SCUBA
and SCUFO — the maximum difference is larger than 15%.
Therefore, we argue that IID tests alone may not be good in-
dicators of the robustness of action representations.

In particular, VideoMix, SDN and BE provide little de-
biasing effects. Mixup leads to inconsistent performance
gains. ActorCutMix and FAME consistently improve per-
formance on SCUBA. Nevertheless, they decrease perfor-
mance (increase accuracy) on SCUFO, which suggests that
they improve performance on SCUBA partially by increas-
ing reliance on foreground static features. The action fea-
tures learned with ActorCutMix and FAME are likely still
vulnerable to foreground static bias.

StillMix alleviates foreground and background static
bias. StillMix boosts the performance on both SCUBA
and SCUFO videos and obtains the best contrasted accuracy
(Contra. Acc.). The significant improvements on SCUFO
indicate that StillMix can suppress static bias from the entire
video and not only the background. In addition, StillMix
outperforms other methods on videos with conflicting fore-
ground cues as well as ARAS. Overall, these results demon-
strate the ability of StillMix to reduce static bias that is dif-
ficult to exhaustively name or pixel-wise cut out.

5.4. StillMix Improves Representation Learning

We further investigate the effects of StillMix on improv-
ing representation learning through the following tests.

Transferring action features across datasets. We evaluate
the representations learned with different augmentation and
debiasing methods by their capability to transfer to different
datasets. We adopt the linear probing protocol, which trains
a linear classifier on the target dataset on top of the back-
bone network trained on the source dataset. Table 5 shows
the results of TSM, where StillMix obtains the best perfor-
mance, especially in transferring across small datasets.

Downstream weakly supervised action localization. We
evaluate the representations learned with StillMix by their
ability to improve downstream weakly supervised action lo-
calization. We pretrain TSM on Kinetics-400 with StillMix.
After that, we extract RGB features for each video seg-
ments on THUMOS14 [25] and use the extracted features to
train weakly supervised action localization models BaSNet
[37] and CoLA [71]. StillMix improves the performance by
more than 1.0% of average mAP for BaSNet and more than
0.5% of average mAP for CoLA.

5.5. Ablation Study

We conduct ablation study on UCF101 and HMDB51 to
examine design choices of StillMix.

Table 5: Action recognition accuracy (%) of transferring
features across Kinetics-400, UCF101, and HMDB51.

Augmentation
or Debiasing

Source→Target

K400→UCF K400→HMDB HMDB→UCF UCF→HMDB

No 92.52 66.67 61.64 44.95
Mixup 93.07 68.69 63.58 46.60
VideoMix 93.55 69.22 61.49 40.33
SDN 92.81 63.79 61.12 41.90
BE 93.10 67.45 62.71 45.88
ActorCutMix 92.73 67.39 61.67 42.92
FAME 93.87 67.84 58.87 44.99
StillMix 93.89 70.07 65.69 47.99

Table 6: Weakly supervised action localization performance
of features learned by StillMix.

Method Feature Debiasing Avg mAP@IoU=[0.1:0.9]

BaSNet TSM (RGB) No 0.1810
TSM (RGB) StillMix 0.1935

CoLA TSM (RGB) No 0.2380
TSM (RGB) StillMix 0.2436

Debiasing works the best when the reference network
and the main network share the same architecture. We
compare the results of StillMix with different network struc-
tures in Table 7. When the structures of the reference net-
work and the main network are identical, the OOD perfor-
mance is the best and the IID performance is very close to
the best, indicating good bias mitigation. We hypothesize
that networks with same architecture tend to learn the same
bias. As a result, using a reference network with the same
architecture as the main network could be the most effective
at identifying bias-inducing frames.

Sampling biased frames improves debiasing. We com-
pare three frame sampling strategies when constructing the
biased frame bank: (1) No RefNet: the frame bank is uni-
formly sampled from the whole dataset; (2) RefNet: as
in StillMix, we sample frames with high prediction prob-
abilities from the reference network according to Eq. (2);
(3) RefNet Inversed: contrary to StillMix, we sample frames
with low prediction probabilities from the reference net-
work, S = {zi,j |pi,j < pτ}. Table 8 shows results of Ima-
geNet pretrained TSM and Swin-T. The reference network
(RefNet) approach achieves the best OOD performance,
whereas RefNet Inversed performs the worst.

We observe the difference between RefNet and No
RefNet is small on UCF101 but is large on HMDB51. We
attribute this to the prevalence of bias-inducing frames in
UCF101. MMAction2 [7] trained TSN [64] using only
three frames per video on UCF101 and achieved 83.03%
classification accuracy but achieved only 48.95% with 8
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Table 7: Action recognition accuracy (%) of StillMix with
different reference network structures. All networks are
pretrained on ImageNet.

Main
Network

Reference
Network

UCF101 HMDB51

IID Contra.
Acc. IID Contra.

Acc.

TSM
ResNet50-2D 87.29 24.60 54.66 33.14
SlowFast-2D 87.44 22.20 55.03 30.51
Swin-T-2D 86.72 23.08 55.05 31.62

SlowFast
ResNet50-2D 84.85 18.86 50.74 20.89
SlowFast-2D 84.96 19.76 51.53 21.21
Swin-T-2D 85.16 19.18 51.85 20.28

Swin-T
ResNet50-2D 88.59 31.09 56.10 18.44
SlowFast-2D 88.60 29.34 54.43 19.25
Swin-T-2D 88.92 32.14 55.36 21.40

Table 8: Action recognition accuracy (%) of StillMix with
different frame sampling strategies.

Main
Network

Sampling
Strategy

UCF101 HMDB51

IID Contra.
Acc. IID Contra.

Acc.

TSM
No RefNet 87.39 24.49 54.07 31.21

RefNet 87.29 24.60 54.66 33.14
RefNet Inversed 87.38 23.53 54.79 29.17

SlowFast
No RefNet 85.03 18.98 51.79 20.94

RefNet 84.96 19.76 51.53 21.21
RefNet Inversed 84.33 18.77 50.94 18.61

Swin-T
No RefNet 88.37 31.24 55.62 18.89

RefNet 88.92 32.14 55.36 21.40
RefNet Inversed 88.59 30.51 56.34 18.18

frames on HMDB511. This shows many frames in UCF101
contain static cues correlated with the class labels. Random
sampling can yield many bias-inducing frames on UCF101
but cannot do so on HMDB51, where the strength of RefNet
becomes apparent.

In Sec. S1 of the Supplementary Material, we provide
more ablation studies showing that mixing action labels
in StillMix decreases performance and sufficient mixing
strength (i.e., small values of λ in Eq. (3)) is necessary for
debiasing.

5.6. Performance on Something-Something-V2

To validate the effectiveness of different debiasing meth-
ods on recognizing fine-grained actions with strong tempo-
ral structures, we perform tests on Something-Something-
V2 [20]. In Table 9, we show the performance of different
debiasing methods with TSM as the base model. Since SDN

1https://github.com/open-mmlab/mmaction2/blob/
02a06bb3180e951b00ccceb48dab055f95acd1a7/configs/
recognition/tsn/README.md

Table 9: Action recognition accuracy (%) of different debi-
asing methods on Something-Something-V2.

Debiasing Accuracy

No 57.49
Mixup 57.86
VideoMix 58.23
BE 57.68
FAME 58.10
StillMix (Ours) 58.68

and ActorCutMix require bounding boxes of human, which
are time-consuming to extract, we did not include the re-
sults of these two methods. The results show that StillMix
outperforms other data augmentation methods, illustrating
its effectiveness on fine-grained action videos.

6. Conclusion and Discussion
To learn robust and generalizable action representations,

we explore techniques that mitigate static bias in both the
background and the foreground. We propose a simple yet
effective video data augmentation method, StillMix, and
create two new sets of OOD benchmarks, SCUBA and
SCUFO, to quantify static bias in the background and the
foreground. Through extensive evaluation, we conclude
that StillMix mitigates static bias in the background and the
foreground and improves the performance of transferring
learning and downstream tasks. In contrast, existing debi-
asing methods remain vulnerable to foreground static bias
despite their robustness to background static bias.

Despite the strengths of StillMix on mitigating static bias
in the background and the foreground, it has the following
limitations: (1) additional computational overhead in train-
ing the reference network (about 8% of the training time
of the main network); and (2) little improvement (and little
degradation) on IID tests.

For future work, we believe that evaluating static bias in
large pretrained models with the created benchmarks and
adapting StillMix to mitigate static bias in such models
would be promising directions.
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