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Abstract

To date, the majority of video retrieval systems have been
optimized for a “single-shot” scenario in which the user
submits a query in isolation, ignoring previous interactions
with the system. Recently, there has been renewed inter-
est in interactive systems to enhance retrieval, but existing
approaches are complex and deliver limited gains in perfor-
mance. In this work, we revisit this topic and propose several
simple yet effective baselines for interactive video retrieval
via question-answering. We employ a VideoQA model to
simulate user interactions and show that this enables the pro-
ductive study of the interactive retrieval task without access
to ground truth dialogue data. Experiments on MSR-VTT,
MSVD, and AVSD show that our framework using question-
based interaction significantly improves the performance
of text-based video retrieval systems. Code is available at
https://github.com/kevinliang888/IVR-QA-baselines.

1. Introduction

Given the surging popularity of video content, there is a
pressing need to develop tools that enable users to search
video collections accurately and efficiently. The text-video re-
trieval task aims to meet this need by ranking videos among
a gallery according to how well they match a given text query.
This task has seen tremendous progress in recent years, ben-
efiting from large-scale pretraining datasets [47, 41], mul-
timodal architectures [46, 38, 17] and robust optimisation
strategies for cross-modal representation learning [45].

Much of the work to date has focused on a “single-shot”
scenario in which a user submits a single query in isolation.
While this may be applicable in some scenarios, there are
many in which it would be useful to allow refinements to
the initial ranking (particularly when the pool of valid re-
sponses to the initial query is large). To a large degree, this
focus single-shot systems can be explained by practicality:
obtaining the data required to develop and evaluate interac-
tive retrieval systems is extremely challenging. User studies
that engage individuals in interactive sessions are difficult
to scale, while production data from product deployments is
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Figure 1: Interactive video retrieval with questions and
answers. We revisit interactive video retrieval with a sim-
ple framework that employs Video Question Answering
(VideoQA) to simulate user responses, sidestepping the need
to collect dialogue data for development and evaluation.

challenging to adapt to the development of new systems.

Although it has received less attention, the topic of inter-
active retrieval is far from new—it has been studied for more
than two decades [53]. Following an initial query, various
mechanisms have been offered to the user to enable them
to refine results: relevance scores [53] (corresponding to
highly relevant, irrelevant, etc.), relative attributes [29] (e.g.
“shiner than these”), natural language descriptions [19, 57]
(e.g. “unlike the given result, the one I want has fur on the
back™) and question-answer dialog [13, 43] (e.g. “Q: are
there any people in the shot?” A: No”).

Among dialogue-based approaches, the recent work of
Madasu et al. [43] highlighted the potential of question-
answering with free-form text questions to enhance video
retrieval performance. At the heart of this approach is a
question-generating system that probes the user for more
details about their desired target in order to refine the re-
trieval ranking. In such a framework, user responses can
be simulated by employing a question-answering model to
synthesise plausible answers to the questions (Fig. 1). Our
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work draws inspiration from ViReD [43], but differs in two
key aspects. (1) The ViReD answer generator works by
first captioning, then extracting the answer from the text of
the caption. The disadvantage of this approach is that the
answer indirectly depends on the visual content. Instead,
we adopt a video question-answering model to simulate the
answer, incorporating the information from the video di-
rectly with the question. (2) ViReD fine-tunes on AVSD
with the human-collected dialogue while our approach does
not require any fine-tuning. We show that our approach gen-
eralises well to multiple datasets, and obtains significantly
better performance than ViReD.

In this work, we make the following contributions: (1)
We propose a simple, yet effective framework for interac-
tive video retrieval based on video question answering, and
explore the design space of question generators within this
framework. (2) We develop three simple question genera-
tors that leverage heuristics and learned models to gather
discriminative information beyond objects (scenes, actions,
colour etc.) in the target video. (3) Through careful experi-
ments, we demonstrate that our system generalizes well to
several video datasets and obtains significant improvement
over baseline without fine-tuning. These results, which can
be interpreted as leveraging an approximate interactive or-
acle, highlight the potential of question-based interactive
retrieval frameworks to substantially enhance video search.

2. Related work

Text-to-video Retrieval A long-running theme of text-video
retrieval research has been the development of effective fu-
sion mechanisms for cross-modal learning [68, 25, 26, 67,
]. Another theme of vision-language retrieval has sought
to tackle challenges associated with hubness [52] in the em-
bedding space [14, 5]. In the past few years, there has been
increasing emphasis on the use of pre-trained models that en-
able retrieval systems to leverage large quantities of training
data that is available for related tasks, often spanning mul-
tiple modalities [38, 46, 17, 11]. Recently, there has been
a particular focus on building atop models that can lever-
age the most scalable forms of pretraining data (e.g. CLIP
[51]), which have demonstrated compelling performance
across a range of vision and language tasks. Luo et al. [40]
proposed CLIP4CLIP which adapts CLIP for text-video re-
trieval through a combination of architectural changes and
finetuning. Other approaches have included the use of a
curriculum to learn from images and video [3], BERT-style
architectures [56], and additional pretraining tasks [34]. Our
approach is built upon BLIP [35], a unified framework for
retrieval, question answering, and captioning. Differently
from the works listed above, we focus on the interactive
retrieval setting.
Visual Question Answering. The goal of visual question-
answering systems is to answer questions posed in natural

language that concern visual content in the form of an image
or video. A broad range of work in this space has sought to
combine spatial image representations and sequential ques-
tion representations [2, 4, 16, 39, 61, 62, 66]. To answer
questions about video content, spatio-temporal video rep-
resentations that encode motion and appearance have been
studied in detail [15, 18, 21, 22, 23, 24, 31, 33, 70]. There
has also been work that extends these ideas to open-ended
visual question answering [20, 64]. Recent work on goal-
oriented visual dialog [12, 13, 32, 10, 49] uses policy-based
reinforcement learning [49, 12, 13] or optimizing informa-
tion gain [32] to improve the performance. However, these
works require intensive training on human-annotated dialog
datasets and do not trivially generalise to video. In terms
of VideoQA, a few recent works have explored zero-shot
approaches [04, 69], where models are only trained on au-
tomatically mined video clips with short text descriptions.
Our VideoQA model is based on BLIP [35] which is trained
on manually annotated image-question-answer triplets.

Interactive cross-modal retrieval A number of interactive
image retrieval systems have been developed, drawing inspi-
ration from visual dialogue [60, 53, 29, 28, 27, 50, 65]. In
such systems, users provide feedback to an agent to guide
it toward the desired retrieval target. Two families of feed-
back have been studied in detail: relevance feedback and
difference feedback. For the former [60, 53], users provide a
relevance score for the current retrieval results. The system
then re-ranks its initial results using the feedback provided
by the user. For the latter approach [29, 28, 27, 50, 65], users
communicate the difference between the target image and
a reference image to the system with cues such as tags or
descriptions. The system then “whittles away” irrelevant
images, iteratively filtering to select the desired target. How-
ever, one drawback of these systems is that they place a
heavy time cost on the user who must describe what is miss-
ing in the initial search results. For example, description-
based methods [19, 57] require users to provide detailed
sentence-level feedback and tag-based methods require users
to provide a collection of attributes [27, 28, 29].

To address these concerns, Cai et al [7] propose a partial
query system in which potentially discriminative objects are
suggested to the user with the goal of narrowing down the
search results quickly. However, this system doesn’t utilize
other cues in the image such as object color, actions, scenes,
background, etc., so it can require many interactions with
the user to obtain good retrieval results. By using free-form
questions to elicit information from the user, our system
avoids this restriction to solely object-based queries.

Most related to our approach, the ViReD work of Madasu
et al. [43] highlighted the potential of question-answering
with free-form text questions to enhance video retrieval per-
formance. However, rather than performing VideoQA di-
rectly, ViReD employs captioning followed by text-based
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question-answering to answer questions about the video, bot-
tlenecking answer quality. In addition, the ViReD question
generator is complex and dependent on dialog history for
training—our approach requires no fine-tuning and gener-
alises effectively to multiple datasets.

3. Method
3.1. Interactive video retrieval with Q&A

Components. Our interactive video retrieval system con-
tains four components: a Text Encoder, a Visual Encoder,
a Ranker, and a Q&A System. The Text Encoder and Vi-
sual Encoder embed partial queries and videos into a shared
textual-visual space. The Ranker computes the similarity
scores between text and video features which are used to rank
the videos. To accelerate inference, we adopt the approach
of [36] that first selects K candidates based on the video-text
feature similarity, and then reranks the selected candidates
based on their pairwise Image-Text Matching (ITM) scores.
Specifically, the model uses an ITM head (a linear layer)
to predict the score indicating whether an image-text pair
is positive (matched) or negative (unmatched) given their
multimodal feature.

The Q&A System forms the central module in the frame-
work (Fig. 3). It comprises a captioner adopted from the
BLIP caption model, a question generator, and an answer
generator that takes the form of a VideoQA (video question-
answering) model that simulates user responses. We adopt
the BLIP VideoQA model [35]. Instead of formulating
VideoQA as a multi-answer classification task [9, 37], Li
et al [35] interpret it as an answer generation task, enabling
open-ended VideoQA. This open-ended VideoQA allows
more freedom to generate and combine answers, lending
flexibility to the system.

Interaction workflow. The complete interaction process
is demonstrated in Fig. 2. The user provides an initial text
query to the system. The interaction loop then begins, com-
prising four main steps. (1) Generate input to the Q&A
System: The current (partial) query together with candidate
retrieved videos is passed to the Q&A system. To obtain
the candidate videos, we first generate the text embedding
corresponding to the partial query and video embeddings for
all videos. The Ranker then computes similarity scores in
embedding space (via cosine similarity) to rank the videos.
We select as candidate videos those who fall within the
top K places of the ranking and feed them as input to the
Q&A System. (2) Question generation: We explore several
kinds of question generators (described in detail in Sec. 3.2
and Sec. 3.3). Different question generators require access to
different inputs. For example, for the Auto-text-vid question
generation approach (Sec. 3.3), we first generate captions for
the candidate videos, then we generate questions based on
both the captions and the partial query. (3) User answer sim-

ulation by VideoQA model: Given the question and the target
videos, we use the VideoQA model to generate an answer.
(4) New query generation: We generate a complete sentence
by incorporating the answer and adding it to the original
textual query. This completes one round of interaction.
Combining responses after each round of interaction Af-
ter each round of interaction, we obtain new information with
the potential to improve retrieval performance. It is therefore
worth considering how this information is best integrated.
One approach is to treat each new piece of information as
a separate query, then adopt a strategy for multi-query re-
trieval. In recent work, Wang ef al [59] propose two post hoc
inference methods, Similarity aggregation (SA) and Rank ag-
gregation (RA), to extend single-query to multi-query video
retrieval. However, initial experiments with these approaches
did not prove promising. We believe this is because, while
each new piece of information may provide complementary
information, it may perform poorly as a query in isolation.
However, SA and RA work best with individual queries of
high quality. We, therefore, adopt a different approach: we
aggregate pieces of information by concatenating them into
one large query. In this way, the initial query can be itera-
tively refined by adding more complementary information.
In detail, we concatenate multiple queries using a separation
token [SEP]. This token is derived from BERT pretraining,
in which it is used to separate sentences as follows: “[CLS]
sentence A [SEP] sentence B [SEP]”, suggesting its ap-
plicability for separating content in our application setting.

3.2. Heuristic Question Generator

We now turn the design of question generators used in our
system, starting with a simple heuristic question generator.
Designing questions to improve retrieval performance.
The problem of asking useful questions about visual content
has received attention in the field of Visual Question Gener-
ation. Mostafazadeh et al [48] proposed a framework that
generates questions that can potentially engage a human in
starting a conversation. They observe that asking a question
that can be answered simply by looking at the image would
be of interest to the computer vision community, but those
questions are neither natural nor engaging for a person to
answer. Nevertheless, for the purpose of improving retrieval
performance, we focus on concrete, discriminative questions
(rather than abstract and engaging questions). In particular,
to develop a heuristic question generator, we target goal-
driven questions [30] that focus on extracting objects (“what
is the person throwing?”), attributes (“what kind of shirt is
the person wearing?”), color (‘““‘what color is the frisbee?”),
material (“what material is the frisbee?”), etc.

We are particularly interested in obtaining information
that is highly discriminative and complementary to the orig-
inal query. Ask & Confirm [7] argues that objects provide
discriminative cues to distinguish a target from other candi-
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Figure 2: Model architecture of interactive video retrieval with Q&A (Questions and Answers). The user provides an
initial textual query to the system. The interaction loop contains 4 main steps. Step 1: Generate input to the Q&A system. For
Heuristic and Auto-text question generation approaches, the input to the Q&A system are just the queries. For Auto-text-vid
question generation approach, the input contains both queries and the candidate videos. Step 2: Question generation. Step 3:
User answer simulation by VQA model. Step 4: New query generation. This fulfills one round of the interaction.
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Figure 3: Model architecture of Q&A System. The in-
teraction loop contains either two or three steps depending
on which question generation approach is used. Step 1:
Caption generation. Step 2: Question generation. Step 3:
Answer generation. Auto-text-vid approach contains step 1,
2 and 3 while Heuristic and Auto-text question generation
approaches contain only step 2 and 3.

dates in the context of image retrieval. Similarly, we observe
the importance of the objects in the video retrieval task. How-
ever, other cues such as color, human actions, and scenes are
also important, and we, therefore, aim to construct a question
generator that incorporates these cues.

Heuristic Question Generator. Our first approach to ques-
tion generation employs hand-crafted heuristics. Our strat-
egy is to first obtain objects from the initial textual query (via
pattern matching) and then ask questions about these objects.
If an object is a living thing such as a person or animal, then
we enquire about both the action and scene associated with
it. If the object is a non-living thing such as a lamp or table,

then we ask only the scene. If no object is found in the initial
textual query, we ask the user to identify an object in the
scene. The follow-up questions then proceed as above.

Since living things are often associated with actions, if
the object is a living thing, then we employ a template of
the form “who is doing what in what place”. If the object
is a non-living thing, the template used is “who is in what
place”. Once the answer is obtained, it is appended to the
question, then both are appended to the current query for the
next round of video retrieval.

One potential downside of this approach is the redundancy
between questions and the query. For example, suppose the
initial textual query is “a man is singing”, then when we
ask “what is the man doing?”, the answer may add no new
information. In practice, this is typically not the case. We
find that the information of the initial query is often restricted
to addressing some temporal window within the video.

However, the question provided to the user can often ad-
dress a larger portion of the video. For the example above,
the man may walk through the street in the following frames
after singing. The answer generator could encode this infor-
mation to provide a complementary cue for retrieval.

3.3. Parametric Question Generators

The heuristic question generator captures intuition about
what makes for useful questions but lacks flexibility. We
therefore explore question generation mechanisms that lever-
age a large language model that possesses the ability to ask
flexible, open-ended questions. The first, Auto-text, asks
questions based only on the text query. The second, Auto-
text-vid, asks questions based on both the text query and the
top- K ranked video candidates for the current query (here
K is a hyperparameter of the system).
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The foundation of both question generators is T-0++ [54],
a large language model that outperforms or matches GPT-3
[6] on many NLP tasks. Since this language model has been
trained on various forms of question answering and shown to
be very effective at zero-shot task generalization, we directly
apply this model to generate questions without finetuning.
Auto-text. To generate questions from the query, we provide
the following template to the language model: “Suppose you
are given the following video descriptions QQ;, What question
would you ask to help you unique identify the video?” where
Qo is the initial query and @; is the concatenated query
used to retrieve videos after the i*? round of interaction.
The new query after each round incorporates the answer to
the question through concatenation. Note that in terms of
the Auto-text question generation approach, the question
depends both on the original query and the new descriptions
generated after each round of the interaction.
Auto-text-vid. Differently from Auto-text, Auto-text-vid
conditions its question generation on both the text query
and the current top-k ranked retrieved videos (selected via
cosine similarity for the query corresponding to the current
round of interaction). This is because, intuitively, we expect
the top-ranked videos selected at each round to share some
common information with the target video. The use of the
top-k retrieved videos as conditioning information was also
considered by [43], who found it beneficial.

To proceed, we first generate captions for each of the

top-ranked videos using the BLIP captioner [35]. Then we
use both these captions and the original text query to gen-
erate questions. The input sentence to the language model
employs the following template: “Suppose you are given
the following video descriptions: C;. What question would
you ask to help you unique identify the video described as
follows: Q;?” where C; are the generated captions at the 5!
round of interaction and @); is the concatenated textual query
used to retrieve videos after the i round of interaction. The
questions generated are based on those common features, so
the machine obtains more information about the target video
through the interaction.
Remark. Since the top-ranked videos change at each round,
there is some variation in the questions generated by Auto-
text-vid. This may provide complementary cues, but also
carries the risk of additional noise (both through mistakes
in the synthetic captions and through mismatches in content
between the candidates and the target).

3.4. Question Augmentation

To further increase the information extracted from the
user about the target video, we also introduce two further
simple techniques to augment the questions: Ask Segment
(AS) and Ask Object (AO).

Ask Segment (AS) augmentation asks the user questions
about each half of the video independently. Videos evolve

over time and different objects and actions may take place
in different frames. As a consequence, asking the same
question about different halves of the video often yields very
different answers.
Ask Object (AO) augmentation enquires about more objects
in the scene. This approach is motivated by Ask & Con-
firm [7] in which Cai et al observe that objects are often
highly discriminative. Rather than searching for discrimina-
tive objects as candidates through a complex RL policy [7],
we simply ask the user which objects are in the scene.

Note that these strategies can be combined to generate
more discriminative questions for interactive video retrieval.

4. Experiment

In this section, we first describe the datasets used in our
experiments (Sec. 4.1). We then discuss implementation
details (Sec. 4.2) and evaluation metrics (Sec. 4.3).

4.1. Datasets

MSR-VTT [63] is a video benchmark that is widely used for
text-video retrieval. It contains 10,000 videos sourced from
YouTube. Each video is annotated with 20 natural language
descriptions. Following previous work, we report retrieval
results on the 1K-A test set.

MSVD [8] is a dataset initially collected for translation and
paraphrase evaluation. It contains 1,970 videos, spanning
a duration from 1 second up to 62 seconds. The train, val-
idation, and test splits contain 1,200, 100, and 670 videos,
respectively. Each video contains approximately 40 associ-
ated sentences in English.

AVSD (Audio-Visual Scene aware Dialog dataset) [1] is
a collection of videos associated with ground truth dialog
data. Each video dialog consists of 10 rounds of human-
generated questions and answers describing various details
about the video content. The AVSD dataset consists of 7985
training samples and 1863 validation samples. We follow
prior work [43] and split the validation samples into a new
validation split of 863 samples and 1000 test samples. Note
that our approach does not make use of the dialog data, since
we simulate the user directly. We use only the caption as the
initial textual query to retrieve the video.

4.2. Implementation Details

For the visual encoder, we employ a vision transformer
with ViT-B/16 which contains 12 layers and 12 heads. This
model has a hidden dimensionality of 768, an MLP size of
3072, and an input patch size of 16 x 16. The text trans-
former used for text encoder is BERTgasg with 12 layers,
12 self-attention heads, and a hidden size of 768. The text
transformer used for the image-grounded text encoder is
the same as the text encoder except that it uses additional
cross-attention layers to model vision-language interactions.
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a woman demonstrates

Q: what is the woman doing? Q: where is the meat ?

how to cook chitlins A: washing meat A: insink
Round: 0 Round: 1 Round : 3
Rank: 953 Rank: 5 Rank: 1
a girl and a man are talking Q: what is the man doing? Q: where is the mirror?
to each other A: looking at camera A: on wall
Round: O Round: 1 Round: 4
Rank : 421 Rank: 74 Rank: 2

A video of someone talking

Q: what are the girls doing? Q: where is the silver earring?

about some girls A: looking at each other A:in left ear
Round: 0 Round: 1 Round: 4
Rank: 353 Rank: 6 Rank: 1

a man is wearing a cap

Q: what is the man doing? Q: what is the object?

A: clapping A: baseball glove
Round: O Round : 2 Round: 3
Rank: 39 Rank: 11 Rank: 1

Figure 4: Qualitative results of the dialogue generated by our Q & A System on MSR-VTT. The questions are generated
by the Heuristic Question Generator. The initial queries of the target videos are shown in orange boxes. The questions and
answers generated through each interaction are shown in blue boxes. Both the initial retrieval rank and the rank after the
interaction are demonstrated. In each case, we observe a boost in performance. Note, however, that the answers are not always
correct (e.g. in the fourth row “A: baseball glove” when the sport does not appear to be baseball). However, since the answer is
“nearly correct”, it still provides a useful cue to the retrieval model.

The architecture of the image-grounded text decoder is sim-
ilar to the image-grounded text encoder but it replaces the
bi-directional self-attention layers with causal self-attention
layers. All videos are resized to 384 x 384 as input.

In our interactive system, we adopt the BLIP retrieval
model, the VQA model, and the captioner. The BLIP re-
trieval model is composed of an image encoder, a text en-
coder, and an image-grounded text encoder. The BLIP VQA
model is composed of an image encoder, an image-grounded
text encoder, and an image-grounded text decoder. The BLIP
captioner contains an image encoder and an image-grounded
text decoder. To perform zero-shot transfer video retrieval,
we uniformly sample 8 frames per video and concatenate the
frame features into a single sequence. To generate questions,
we adopt TO++ [54], a powerful encoder-decoder language
model trained on a collection of English-prompted datasets.
This model attains strong zero-shot task generalization on
English natural language prompts (outperforming GPT-3 on
many tasks while being 16x smaller).

The Auto-text-vid question generation approach depends
on the current top-k ranked retrieved videos. We experi-
mented with different k (3, 5, 10, 15) and observed that
when k = 5, we obtained the best performance. This may be
because setting k to be too large produces too much noise
in the generated captions while setting k to be too small
does not provide an opportunity to extract all potentially
discriminative information from related videos.

Baselines. In addition to the BLIP baseline, we also ex-
perimented with the interactive approach in [43] for fair
comparisons. As public code is not available at the time of
writing, we simulate their answer generation by first cap-
tioning the target video (by BLIP captioner) and then using
the large language model (TO++) to generate the answer
based on the caption and question. On the AVSD dataset,
we also experimented with the approach in [44, 43] using 10
rounds of manually annotated human dialogue history for
each video. However, simply concatenating all 10 rounds of
ground truth dialog with the initial text query got a slightly
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worse performance than the baseline. Instead, we concate-
nated all the answers with the initial text query for retrieval.

4.3. Evaluation

Metrics. We adopt evaluation metrics that are widely used
in the standard single-query retrieval setting and report re-
call@K (R@K, higher the better) and median rank (MdR,
lower the better) in our experiments. R@XK calculates the
percentage of test data for which the ground-truth video is
found in the retrieved K videos. MdR metric captures the
median rank of the retrieved ground truth videos.

Time cost. We next assess the time cost of producing an-
swers during the interaction. For this, we sample 50 videos
from the MSR-VTT dataset. We aim to compare our an-
swer generation approach using the VideoQA model with
the approach in ViReD [43] (We call this answer generation
approach CAP+LM). In addition, we also conduct a user

Method ITA|R@1 1 R@51 R@101T MdR |

FiT [3] x | 337 647 76.3 3
CLIPAClip [40] X 46.2 76.1 84.6

X-CLIP [42] x | 504 806 . .
CenterCLIP [71] x | 506 803 88.4 1
BLIP [35] X 44.2 73.7 80.9 2
BLIP + ViReD [43] | / | 51.0 78.1 87.2 1
BLIP + Auto-text v | 687 912 95.8 1
BLIP + Auto-text-vid | / | 66.1 88.8 93.7 1
BLIP + Heuristic v | 742 934 97.9 1

Table 2: Comparison to state-of-the-art methods for text-to-
video retrieval on the test split of the MSVD dataset. ITA
indicates whether it is an interactive retrieval system.

. .. Meth ITA |R@1 R R@1 MdR
study on answer generation. We invite 4 users to answer the ,e od @11 R@T R@IOT MR
. . FiT [3] X 5.6 18.4 27.5 25
auto-generated question (Auto-text) on the target videos and
. . LSTM [44] Vv 4.2 13.5 22.1 -
record the time they spent on each question. (Note that each ! .
t through all 50 videos before the interaction.) BT + Human dialog [15] | V| 108 289~ 40.0 18
user wen g : ViReD [43] J | 249 490 608 6
BLIP [35] X 27.3 50.0 61.2 5.5
3. Results BLIP + Human dialog [13] | / | 274 504 627 5
BLIP + ViReD [43] V4 28.4 54.3 66.8 4
Method ITA|R11 R51 RI0T MdR | BLIP + Auto-text v 1360 616 716 3
FiT [3] 319 61.1 726 BLIP + Auto-text-vid v | 365 61.0 71.1 3
CLIP4Clip [40] 415 694 793 BLIP + Heuristic v | 395 69.1 77.8 2
CenterCLIP [71] 484 73.8 82.0
X-CLIP [42] 493 758 8438 Table 3: Comparison to state-of-the-art methods for text-
BLIP [35] 433 656 747 to-video retrieval on the test split of AVSD dataset. ITA

BLIP + ViReD [43]
BLIP + Auto-text w/o AO
BLIP + Auto-text-vid w/o AO
BLIP + Auto-text
BLIP + Auto-text-vid
BLIP + Heuristic

47.0 723 814
47.6 72.8 81.8
49.0 729 80.0
622 845 90.7
57.6 822 887
67.9 89.5 949

== = N NN NN NN W

LU XX X XX

Table 1: Comparison to state-of-the-art methods for text-to-
video retrieval on the 1k test split of MSRVTT dataset. ITA
indicates whether it is an interactive retrieval system. Recall
metrics are reported in percent.

In this section, we discuss experimental results. On MSR-
VTT (Tab. 1), without AO (asking objects), we observe that
both the Auto-text and Auto-text-vid question generation
approaches outperform the BLIP baseline. We observe that
Auto-text-vid, which makes use of the top-ranked retrieved
videos at each round, performs better than Auto-text. With
AO, there is a significant performance boost for both ap-
proaches. For instance, we observe that the Auto-text Q&A
System outperforms the baseline by +18.9% in recall@]1.

indicates whether it is an interactive retrieval system.

VideoQA CAP+LM User
Avg time (s) 0.1 8.0 5.7

Table 4: Comparison of the average time cost of different
answer and question generation approaches. We show the
results of the answer generation approach of VQA (ours)
and CAP+LM (simulation of ViReD [43] answer generator)
and the user study.

Interestingly, we observe that Auto-text outperforms Auto-
text-vid when used in combination with AO. This suggests
that simply asking the user directly for the objects that they
are interested in (rather than inferring them from closely
ranked videos) offers higher signals.

We also observe that the Heuristic question generator
yields dramatic gains: the recall@]1 is improved by 24.6%
(from 43.3% to 67.9%), 30% (from 44.2% to 74.2%) and
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Retrieval results vs Number of queries
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Figure 5: Retrieval result vs Number of queries on
MSRVTT. Performance of all different approaches improves
as the number of rounds increases. Heuristic question gener-
ation approach achieves the most significant improvement.

12.2% (from 27.3% to 39.5%) on MSR-VTT, MSVD and
AVSD respectively. Using Auto-text question generator, the
BLIP baseline recall@1 is improved by 18.9% (from 43.3%
t0 62.2%), 24.5% (from 44.2% to 68.7%), and 8.7% (from
27.3% to 36.0%) on MSR-VTT, MSVD, and AVSD respec-
tively. This indicates that generated questions elicit useful
information from the (simulated) user that substantially im-
proves retrieval performance. Compared to prior interactive
approaches (ViReD, Human dialog) on AVSD, our approach
does not use dialog training data for finetuning but neverthe-
less outperforms existing work. Interestingly, the heuristic
approach performs best over all three different datasets.

As seen in Fig. 4, a few rounds of interaction are suffi-
cient to locate the large video. We demonstrate the cases
where the initial query is incomplete, hindering performance.
However, using the question-answering system, the search
results quickly improve and we obtain significantly better
retrieval performance. The generated questions are of high
quality, aiming to confirm discriminative information from
the video. In addition, the answers generated by VideoQA
model are reasonable in the majority of cases (though not
always perfect). They successfully capture different aspects
of the information in the video (such as action, location, and
object). Another useful property of the generated answers is
that they are short phrases, simulating concise user answers.
Number of queries. Additional rounds of interaction lead
to additional new queries. We observe in Fig. 5 that the
retrieval performance increases as the number of queries
increases. This effect is clearest for Heuristic question gen-
eration approach. The performance of both Auto-text and
Auto-text-vid increases faster than their variants without AO.
This further confirms that asking users about objects in the

videos is an effective approach to improve retrieval perfor-
mance at each round of the interaction. We observe that
without AO, recall@1 of Auto-text-vid increases faster than
that of Auto-text while the opposite result is observed with
AO. This agrees with our argument “simply asking the user
directly for the objects that they are interested in (rather than
inferring them from closely ranked videos) offers higher sig-
nal”. For all the approaches, Performance stabilizes as the
number of queries grows beyond 6. Note that the maximum
number of queries for heuristic question generation is fixed
to 6 and using 6 rounds works best.

Computational cost. As shown in Tab. 4, Our approach
using the VideoQA model is significantly more efficient than
CAP+LM. This is as expected because two steps (captioning
and question-answering) are involved in CAP+LM approach
while VideoQA directly incorporates the video and question
information to generate answers. In our naive implementa-
tion, CAP+LM is even slower than the user response (though
this could be optimised).

6. Discussion

Limitations. (1) TO++ [55] is good at question-answering
tasks but might not be good at generating questions. There-
fore fine-tuning the model for the question generation task
could be helpful. (2) We adopt the BLIP model for both
retrieval and VideoQA. In principle, there is the potential for
“leakage” in which the VideoQA model encodes information
that is specific to BLIP, but irrelevant to the video. In prac-
tice, different parameter checkpoints are used for different
VideoQA and retrieval components, so we believe that such
leakage is unlikely to occur in practice.

Broader Impact. Improved video retrieval has a wide range
of societally useful applications, spanning domains such as
education, entertainment, and security. However, as with
many technologies, it is subject to dual use. For instance, it
could be used to facilitate unlawful surveillance.

7. Conclusion

In this work, we proposed several simple baselines for in-

teractive video retrieval based on the generation of questions
and answers. Through experiments on standard benchmarks,
we demonstrated the effectiveness of generated questions
in combination with a VideoQA model to simulate user re-
sponses through the interaction process. In future work, we
hope to explore the use of question-answering systems to
simulate users in other retrieval tasks.
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