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Abstract

The 3D pose estimation problem – aligning pairs of noisy 3D point clouds – is a problem with a wide variety of real-world applications. Here we focus on the use of quaternion-based neural network approaches to this problem and apparent anomalies that have arisen in previous efforts to resolve them. In addressing these anomalies, we draw heavily from the extensive literature on closed-form methods to solve this problem. We suggest that the major concerns that have been put forward could be resolved using a simple multi-valued training target derived from rigorous theoretical properties of the rotation-to-quaternion map of Bar-Itzhack. This multi-valued training target is then demonstrated to have good performance for both simulated and ModelNet targets. We provide a comprehensive theoretical context, using the quaternion adjugate, to confirm and establish the necessity of replacing single-valued quaternion functions by quaternions treated in the extended domain of multiple-charted manifolds.

1. Introduction

The basic problem of pose estimation, or specifically 3D point cloud alignment, is important in a wide variety of disciplines, including machine vision, astronautics, robotics, and proteomics, with further applications for the general rotation learning problem in fields ranging from scene reconstruction and cryo-electron microscopy to self-driving cars and robotics. Efforts seeking how to effectively represent rotations in the context of neural networks have raised concerns about possible deficiencies in the use of quaternions [24, 43]. Additionally, Xiang & Li [37, 38] have observed that multiple heuristic charts for a quaternion atlas can resolve some of these objections. Here we provide a rigorous theoretical basis for the quaternion atlas by exploiting the quaternion adjugate matrix to understand and resolve the apparent anomalies, concluding that quaternions have no fundamental defects for this task.

Algebraic Solutions to Pose Estimation

We begin by noting the existence of extensive literature on linear algebra techniques for solving the point-cloud alignment problem in closed form, referred to alternatively as the “Generalized Procrustes Problem” [8], the Kabsch problem [19], or RMSD (root mean squared deviation) [6, 10, 15, 16, 28], depending on the field. This is important because the algebraic insights in this literature can inform neural network approaches to similar problems. This algebraic approach completely solves the 3D pose estimation problem with matched input data, with or without noise, and serves as an initial benchmark to evaluate machine learning approaches to this class of problems. As shown in Fig. (1) the algebraic solution provides an order of magnitude improvement on the 3D pose estimation problem in comparison to the current best quaternion-based machine learning approach [24]. Regarding algebraic solutions to the 3D pose estimation problem, there are three threads of relevant work: the SVD method [28], a direct approach using matrix square roots [15], both of which apply to any dimension, and an extensive quaternion-eigensystem based literature [6, 10, 15, 16] that applies specifically to dimensions 2, 3, and 4. We remark that, technically, the existence of
closed-form quaternion and rotation solutions to the RMSD task renders neural network approaches to solving this problem irrelevant. However, there are many other problems, for example, the alignment of noisy projection data, that can be phrased as quaternion extraction tasks, but for which no closed form solution exists. We will focus here on the 3D quaternion-based problem and its corresponding machine-learning methods as a prototype for all related rotation-data extraction applications that can be phrased as a quaternion discovery task.

Machine Learning, Cloud Matching, and Quaternions

Setting aside the availability of closed-form algebraic solutions, it is well-known (see, e.g., [18]) that neural networks can in principle provide arbitrarily accurate approximations to any function. In fact, there are numerous effective machine-learning approaches to point-cloud registration and LiDAR odometry problems that have achieved excellent results without fully incorporating quaternions. Typical examples include 3DRegNet by Pais et al. [23], PointNet [26], and its extensions [41], along with more complicated architectures such as Deep Closest Point [35]. Quaternions have proven to be efficient and convenient rotation representations in SLAM problems, including both Graph-based [3] and Visual-Inertial based [33] pipelines. Recently, quaternions have also found utility in contexts distinct from our presentation here, such as some learning-based LiDAR odometry frameworks [17]. Since quaternions are well-known to avoid problems such as gimbal lock that plague 3D rotation matrices expressed in terms of Euler angles, and to possess desirable properties such as existing on a simply connected manifold with smooth and uniform distance computation [16], it is thus logical to use quaternions to represent rotations in the context of neural networks. However, several recent implementations of this approach [24, 27, 43] have reported that quaternions may be a deficient representation for this task. Zhou et al. [43], for example, describe singularities at 180° and a discontinuous behavior that appears incompatible with employing quaternions themselves as the training objective for cloud-matching. To resolve this issue, Xiang & Li [37, 38] have introduced heuristically defined four-fold charts to locally overcome the absence, as noted by Zhou et al. [43], of a global quaternion function.

Our contributions. Our main result is to explain precisely the sources of the quaternion singularities observed in the machine learning context, and how the correct atlas of charts is defined by the quaternion adjugate. By extending and exploiting an elegant method of Bar-Itzhack [2] for obtaining the corresponding quaternion from a numerical 3D rotation matrix, we are able to establish a mathematically justifiable, and distinct, form for multivalued quaternion-based rotation training closely related to the ad hoc suggestion of Xiang & Li [37, 38], which lacks the rigorous theoretical background that we provide. In particular, we connect the quaternion adjugate, first described in [11], to the four distinct forms of the output quaternion required to successfully implement the learning task.

We conclude that the noted apparent anomalies in the use of quaternions in machine learning for the pose estimation problem are not due to quaternions themselves, but to the fact that conventional neural networks learn single-valued functions, while quaternions need to be treated in the extended domain of multi-valued manifolds. Readers with sufficient background in the theory of manifolds, such as the quaternion’s three-sphere S^3, will recognize this as an instance of the mandatory requirement to cover such a manifold with an “atlas” of partial charts and transition functions related to their local coordinates [14]. The take-home lesson is that single quaternions may not be computable across their whole domain, but a family of local charts is computable. At least one chart will be regular in a neighborhood of each of the possible singularities in the rotation-matrix-to-quaternion map. Clearly, one should therefore take care not to apply neural networks to functions in situations such as those involving nontrivial topological manifolds without carefully studying the computability features.

2. The Quaternion Context

In this section, we briefly discuss the context of quaternions themselves, review the role of quaternion representations in the solution of the point-cloud matching problem, and summarize the observations in machine learning applications that led us to this investigation.

Why Quaternions? Quaternions were discovered by William Rowan Hamilton in 1843, the culmination of his long effort to extend imaginary numbers to additional dimensions. His result succeeded in representing rotations in 3D in a manner exactly parallel to the way complex numbers represent rotations in 2D, using one real component and the three imaginary numbers ijk instead of just i. In addition, quaternions showed that the full structure of 3D rotation frames (triple axes) corresponded to simple 4D points \(q = [q_0, q_1, q_2, q_3]\) on the hypersphere \(q \cdot q = 1\). This leads to the fact that each reflected pair of quaternions, \(q\) and \(-q\), corresponds to the same 3D orientation, even though they are different points in quaternion space. Finally, the structure of hyperspherical quaternion points can be exploited to define mathematical curves producing smooth 3D rotation sequences [30], a typical computer animation task, and many other sophisticated computations such as quantifying the statistical properties of orientation-frame clouds [12] and smoothing complex choices of tube and surface orientation in mathematical shape modeling [9].
Quaternions and RMSD Point-Cloud Alignment. The analytic approach to the 3D pose estimation problem can be expressed as a quaternion eigenvalue problem by starting with a $3 \times K$ matrix $Y$ forming a list of $K$ 3D reference points, a matching list of rotated sample data points $X$, and the task of transforming $X$ back to its optimal alignment with $Y$ (see, e.g., [10] for a recent review). The basic procedure starts with the least-squares loss function [34],

$$\text{loss}(R, X, Y) = \|R \cdot X - Y\|^2 = \sum_{k=1}^{K} \|R \cdot x_k - y_k\|^2, \quad (1)$$

whose minimum with respect to variations in the rotation matrix $R$ is our desired answer $R_{\text{opt}}$. Following Horn’s approach [16] to the RMSD problem, we make two transformations: first, we express the 3D rotation matrix $R$ in its classic form $R(q)$ using quadratic quaternion polynomials,

$$R(q) = \begin{bmatrix} q_0^2 + q_1^2 - q_2^2 - q_3^2 & 2q_1q_2 - 2q_0q_3 & 2q_1q_3 + 2q_0q_2 \\ 2q_1q_2 + 2q_0q_3 & q_0^2 - q_1^2 + q_2^2 - q_3^2 & 2q_2q_3 - 2q_0q_1 \\ 2q_1q_3 - 2q_0q_2 & 2q_2q_3 + 2q_0q_1 & q_0^2 - q_1^2 - q_2^2 + q_3^2 \end{bmatrix}, \quad (2)$$

where we will always assume unit-length quaternions, $q \cdot q = q_0^2 + q_1^2 + q_2^2 + q_3^2 = 1$, enforcing determinant $\det R(q) = (q \cdot q)^3 = +1$. We will see further versions of this fundamental equation later on. Second, if we multiply out Eq. (1) and apply $R \cdot R^t = I_3$, the only remaining non-constant term is a negative cross-term that allows us to rewrite the loss minimization task as a maximization task for the cross-term

$$\Delta(E) = \text{tr} R(q) \cdot E = q \cdot M(E) \cdot q, \quad (3)$$

where $E = [X \cdot Y^t]$ is the $3 \times 3$ cross-covariance matrix of the data. By examining the coefficients of the $q_i q_j$ terms in Eq. (3) from Eq. (2) we obtain the traceless, symmetric $4 \times 4$ profile matrix

$$M(E) = \begin{bmatrix} D_0 & E_{yz} - E_{zy} & E_{xz} - E_{zx} & E_{xy} - E_{yx} \\ E_{yz} - E_{zy} & D_x & E_{zx} + E_{xz} & E_{xy} + E_{yx} \\ E_{xz} - E_{zx} & E_{xy} + E_{yx} & D_y & E_{yz} + E_{zy} \\ E_{xy} - E_{yx} & E_{zx} + E_{xz} & E_{yz} + E_{zy} & D_z \end{bmatrix}, \quad (4)$$

where $D_0 = E_{xx} + E_{yy} + E_{zz}$, $D_x = E_{xx} - E_{yy} - E_{zz}$, $D_y = -E_{xx} + E_{yy} - E_{zz}$, and $D_z = -E_{xx} - E_{yy} + E_{zz}$. The maximal value of $\Delta(E)$ occurs when $q$ is the (normalized) eigenvector of the maximal eigenvalue $\lambda_{\text{opt}}$ of the $4 \times 4$ matrix $M(E)$, that is, $\Delta(E) = \lambda_{\text{opt}}$ (see [4, 13, 6, 7, 16, 5, 20, 21]).

These eigenvectors can be obtained from the adjugate of the characteristic equation of the profile matrix that is solved by $\lambda_{\text{opt}}$,

$$\chi(E) = [(M(E)) - \lambda_{\text{opt}}I_4] \Rightarrow \det \chi = 0. \quad (5)$$

The adjugate matrix, $A(\chi)$, is defined by $\chi \cdot A(\chi) = \det(\chi)I_4 \equiv 0$. Although this fact has not been widely exploited, the adjugate columns are by construction proportional, with independent scale factors, to the single optimizing eigenvector $q$. But since the profile matrix is symmetric, so is its adjugate, thus all the rows are also proportional to the same eigenvectors: therefore the structure of the adjugate matrix of the RMSD optimization problem must be proportional to the rank one matrix of “adjudate quaternion variables,” defined as $q_{ij} = q_i q_j$, giving

$$\text{adjugate: } A(q_{ij}) = \begin{bmatrix} q_{00} & q_{01} & q_{02} & q_{03} \\ q_{01} & q_{11} & q_{12} & q_{13} \\ q_{02} & q_{12} & q_{22} & q_{23} \\ q_{03} & q_{13} & q_{23} & q_{33} \end{bmatrix}. \quad (6)$$

We will find other independent occurrences of this fundamental matrix later on.
Much of the literature determines the maximal eigenvalue using numerical methods [32], though the answer can be computed directly from Cardano’s quartic equation solution [1], and also one can bypass quaternions entirely and compute $R_{\text{opt}}$ directly from $E$ using singular-value-decomposition [28] or the matrix-square-root method [15]. We note that there are subtle problems in determining the maximal eigenvector from the maximal eigenvalue due to the appearance of zeros in the eigenvector components. Resolving these singularities is closely related to the selection of optimal variables in the classic rotation to quaternion method of Sheppard [29]. One of the main objectives of this paper is to advocate the use of the full quaternion adjugate matrix as the training target in the neural network context to avoid the effects of such zeros.

Learning Quaternions in Neural Networks. Several recent machine-learning implementations of quaternion-based point-cloud alignment problems have reported that quaternions are a deficient representation for this task. Zhou et al [43], for example, describe singularities at $180^\circ$, discontinuous behavior, and an error spectrum that appears incompatible with the effective employment of quaternions as a learning target. They propose an alternative way of encoding the output rotation using 5D or 6D subsets of the 3D rotation matrix itself. Peretroukhin et al [24], in contrast, train to an intermediate matrix and appear to improve on the results of [43]. Fig. (1) compares the angular error of the best performing of these [24] to the closed-form quaternion solution, which is an order of magnitude more accurate. Other authors studying rotation-output problems, including [27, 37, 38], have also observed problems with using single quaternion outputs, and suggest alternatives such as multiple-valued representations, and other approaches that circumvent using the pure quaternion representation. As the linear-algebra based quaternion approach outlined above has been used successfully since at least 1968, we were led to examine how these machine learning approaches used quaternions and to clarify what was and wasn’t working.

3. Geometry of the Quaternion Manifold

In this section, we discuss the origin of quaternion discontinuities in the context of two dimensions that exhibits all the relevant properties. We then show how the Bar-Iztech method [2] in 3D leads directly to the quaternion adjugate as a complete and rigorous resolution of the discontinuity problem. Finally, we review the existing neural network approaches in the context of the algebraic solution to the pose estimation problem and the quaternion adjugate approach.

3.1. The 2D Rotation-to-Quaternion Map

We begin by considering the 2D rotation-to-quaternion map, as it has sufficient complexity to reveal our main points. Suppose we have a numerical 2D rotation matrix $R$, which by definition is orthogonal with determinant equal to one; we can write $R$ in two ways,

$$
R = \begin{bmatrix}
    a^2 - b^2 & -2ab \\
    2ab & a^2 - b^2
\end{bmatrix}
= \begin{bmatrix}
c & -s \\
s & c
\end{bmatrix}
$$

(7)

$$
\det R = 1 \rightarrow c^2 + s^2 = 1, \quad (a^2 + b^2)^2 = 1.
$$

The first equation is a 2D version of the quaternion expression in Eq. (2) with $a = \cos(\theta/2), \ b = \sin(\theta/2)$, and the second is the noise-free rotation matrix parameterized by
\( c = \cos \theta, s = \sin \theta \). Our task is now, thinking of \((a, b)\) as unknown symbols, to derive them using only the ideal measured rotation data \((c, s)\). We can see that we have two ways of solving for \((a, b)\). First we use the dependence \(a^2 + b^2 = 1\) to eliminate \(b\) in the upper left component,

\[
\begin{align*}
 a^2 - b^2 &= 2a^2 - 1 = c \\
 2ab &= s
\end{align*}
\]

Solve for \((a, b) \rightarrow a = \pm \frac{s}{\sqrt{2}} \quad \text{and} \quad b = \pm \frac{1 - c}{\sqrt{2}}.
\]

Then we similarly eliminate \(a\),

\[
\begin{align*}
 a^2 - b^2 &= 1 - 2b^2 = c \\
 2ab &= s
\end{align*}
\]

Solve for \((a, b) \rightarrow a = \pm \frac{s}{\sqrt{2}} \quad \text{and} \quad b = \pm \frac{1 - c}{\sqrt{2}}.
\]

Equations (8) and (9) are in fact identical in principle. But clearly the first solution is impossible for \(a \sim 0\), or \(a \sim -1\), a perfectly legal rotation, and the second solution is impossible for \(b \sim 0\), or \(c \sim 1\), also perfectly legal. Thus the unnormalized components must be retained in order to choose an expression that avoids the singularities. The set of four locally non-singular charts covering the entire \(a, b\) quaternion domain is illustrated in Fig. (2)(i,ii,iii). In Fig. (2)(iv), we use the Zhou sanity test, learning the rotation matrix directly from the quaternion, to show that training to rotations with all quaternion signs fails because that quaternion is not a function, while training to just positive-signed quaternions, analogous to \(a > 0, b > 0\), succeeds because that restriction admits a unique function as a solution.

### 3.2. The 3D Rotation-to-Quaternion Map: The Bar-Itzhack Method and the Quaternion Adjugate

Now we move on to 3D rotations. An appealing and mathematically-sound approach to the 3D version of the problem we just solved in 2D is the Bar-Itzhack method [2], which we will now briefly outline. The fundamental idea is that if one computes the Fröbenius norm of the difference of two rotation matrices, one, say \(R(r)\) in terms of an unknown quaternion \(r = (r_0, r_1, r_2, r_3)\) or their quadratic adjugates, \(r_i r_j\), and the other, say \(Q\), a possibly noisily measured \(3 \times 3\) rotation matrix candidate, one recovers Eq. (3) with \(Q^2\) replacing the cross-covariance matrix \(E\). We easily verify this by observing that Bar-Itzhack's Fröbenius loss expands as

\[
\text{loss}_{\text{B.I.}} = \text{tr} \left( (R(r) - Q) \cdot (R(r) - Q)^\dagger \right) = \text{tr} \left( R(r) \cdot R(r)^\dagger + Q \cdot Q^\dagger \right) - 2 \text{tr} R(r) \cdot Q^\dagger.
\]

We convert the problem to the maximization of the cross-term,

\[
\Delta(Q(\text{measured})) = \text{tr} R(r) \cdot Q^\dagger = r \cdot M(Q^\dagger) \cdot r,
\]

where \(M(Q^\dagger)\) is just the \(4 \times 4\) symmetric, traceless, real matrix Eq. (4) with the elements of \(E\) replaced by the corresponding measured matrix numbers of \(Q^\dagger\). Using Eq. (2) as ideal data we can write \(Q = Q(q)\) and \(M = M(q)\), where the maximal eigenvalue of \(M(q)\) is \(3(q \cdot q)\). This leads to our main insight that the adjugate of the characteristic matrix,

\[
\chi = [M(q) - 3(q \cdot q)I_4],
\]

is simply, up to a scale factor,

\[
\text{Adjugate}(\chi) = \begin{bmatrix}
q_0^2 & q_0 q_1 & q_0 q_2 & q_0 q_3 \\
q_0 q_1 & q_1^2 & q_1 q_2 & q_1 q_3 \\
q_0 q_2 & q_1 q_2 & q_2^2 & q_2 q_3 \\
q_0 q_3 & q_1 q_3 & q_2 q_3 & q_3^2
\end{bmatrix},
\]

in agreement with Eq. (6), where \(q_i q_j = q_{ij}\).

We next observe the essential fact that there are fourteen potential families of singularities in the quaternion mapping that would obstruct the computation of a normalized quaternion, namely any combination of up to three of \(q_0 = 0, q_1 = 0, q_2 = 0, \) and \(q_3 = 0\). Thus not only do we recover the \(180^\circ\) singularity at \(q_0 = 0\) noted by Zhou et al [43], but in fact several additional entire families. Comparing to the training functions proposed by Xiang & Li [37, 38], we see that their form intermixes the singularities, which achieves the desired non-singular result, but lacks our theoretical context. The final conclusion is that one needs to train to the quadratic form in Eq. (6), not the quaternion itself, to solve the pose estimation problem. One must apply a post-network-evaluation procedure on the output \(4 \times 4\) matrix; one chooses the column of Eq. (6) with the...

![Figure 3](image-url) Learning using the quaternion adjugate performs among the best quaternion-based methods for NN rotation estimation. Using a PointNet architecture [25] and training with simulated random point clouds, the quaternion adjugate (cyan) evades singularities and substantially outperforms the lone quaternion training target (green), slightly better than the 6D rotation representation of Zhou et al (red) [43], and on par with Peretroukhin et al (blue) [24], but still an order of magnitude away from the analytical RMSD solution (grey dotted line).
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3.3. NN approaches in context of RMSD

We have now established the fundamental mathematical properties of the extraction of a quaternion from rotation data. We conclude this section with a short discussion of how this influences the way we understand neural network approaches to the pose estimation problem. First, we agree with Zhou et al [43] that the rotation itself, in 5D or preferably 6D form, can be appropriately employed as a training target because in fact it is computable from the measured rotation data; however, lone quaternions are not appropri-
ating machine learning with the four-fold unnormalized ad-
jugate approach to resolving the singularities inherent in learning on the quaternion manifold.

4. Training to the Quaternon Adjugate

We now show the practical consequences of applying machine learning with the four-fold unnormalized adjugate matrix. Note that this consists of equivalent, but scaled, copies of the optimal quaternion eigenvector. The code used to conduct these experiments is available at https://github.com/flatironinstitute/PointCloud_Regression.

4.1. Simulated random point clouds

For our first experiment, we employ an elementary data model of random 3D point clouds and take advantage of the open source PyTorch implementation of a simplified PointNet architecture [25] used in [24]. For each convolutional layer in the feature extractor network, we use batch normalization without dropout. We used the Adam optimizer and a learning rate of 0.001. For the simulated data, an initial reference cloud of N random \((x, y, z)\) values is transformed by a random quaternion rotation \(q_{\text{init}}\) plus Gaussian noise \(\sigma\) to generate a test cloud. Our initial experiments were carried out with \(N = 100\) points in range \([-1, 1]\) and \(\sigma = 0.1\). We created 1000 reference clouds, each with a matching noisy rotated target partner: 900 pairs were used for training and 100 for testing for each batch. The loss function used for the quaternion-based learning was the chordal distance between the learned and the target quaternion [24]. To learn using the adjugate matrix instead of a lone quaternion we used the initial framework of [24] in which the 10-dimensional output is used to construct a \(4 \times 4\) symmetric matrix. However, we used the Fröbenius norm as a loss function between the
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learned adjugate matrix and the target adjugate matrix,

\[
\text{loss}(\text{Adj}_{\text{target}}, \text{Adj}_{\text{learned}}) = \sum_{k=1}^{K} \left( \sum_{i \leq j} (\text{Adj}_{\text{target}}_{ij}^k - \text{Adj}_{\text{learned}}_{ij}^k)^2 \right).
\]

(14)

After learning the best adjugate matrix using this loss, the quaternion result is extracted from this by normalizing the adjugate element with the maximal norm. Note that using the Fröbenius norm between the target and learned adjugate as the loss has the beneficial side-effect of guaranteeing a good approximation to a rank 1 adjugate matrix. This is essential since we must extract a column with non-singular normalization from the adjugate, and these will match, up to a possibly-vanishing scale, only if we have a rank 1 matrix.

Using the adjugate method instead of the lone quaternion to train our neural net, we saw learning improve drastically, as shown in Fig. (3), to the point where the mean distance to the target quaternion was closer than for the 6D method of Zhou et al [43] and on par with the “A” matrix method of Peretroukhin et al [24].

In the final experiment with simulated point cloud data, we tested the quaternion adjugate learning performance in a manner that replicates the procedure of Xiang & Li [38]. In this experiment, we used a single point cloud with 100 points as the source, applied 100,000 random rotations, and added Gaussian noise to generate the target point clouds. Throughout this process, we maintained the same hyperparameters and network configurations used in the initial experiment and similarly used 90% of the data for training. In this scenario we again see that the quaternion adjugate learning framework performs well (Fig. (4)).

4.2. Exploring ModelNet40 Data

We further experimented on the ModelNet40 dataset [36], a meshed CAD model with 40 categories of 3D models. We continued to use the standard PointNet [25] architecture to conduct two kinds of experiments on this real-world dataset with a learning rate of 0.0001. In both cases we compared the results using our quaternion adjugate representation to Peretroukhin’s “A” matrix model [24]. Here we show results for \(\sigma = 0.1\), but experiments conducted with \(\sigma = 0.01\) and 0.05 produced similar results. For each experiment, in addition to the loss, we also measured the angular difference with respect to \(q_{\text{init}}\). We first used a single model from the airplane category, and during each iteration of training, we transformed it with random rotations. In this task, 1000 noisy rotated target airplanes are generated to pair with the single initial model, and 90 percent of them are used for training. Fig. (5) displays a sample of an airplane model and the results of training for a single airplane model: both representations achieved a small angle error of around 1 degree.

For the second experiment, we picked 33 airplane models with sizes ranging from 30,000 to 35,000 points. In each iteration of training, we randomly sampled one model out of 33 and used similar settings to those used in PointNet [25] by uniformly sampling 2048 points from each selected airplane. After each downsampling, we applied random rotations and noise to generate target data. We generated 2000 pairs of point clouds and used 90 percent for training. Fig. (6) shows a selection of these airplanes and compares the performance of the two training targets. The final angular errors, around five degrees, were larger than for those trained with just one model, but clearly show that the quaternion adjugate has improved performance over the “A” matrix model. The larger angular error in this experiment is likely due to the ModelNet models being generated from real-world scans from the SUN database [39], which have much greater variation in their shape and size even in a single category. Thus to achieve better performance, more complicated feature extractors, such as self-attention [40] or transformer-based [35] architectures, appear to be needed to learn local and global context information of the
point clouds. We intend to explore this further in the future.

5. Issues to be considered

The tasks and frameworks we have considered here have many nuances that need to be taken into account depending on the context. For example, in the bulk of the literature training is done to the initial simulation-defining rotation, $R_{init}$, or quaternion, $q_{init}$. However, the optimal quaternion solution, $q_{horn}$, (using the RMSD method of Horn and others) remains the correct optimal rotation with or without added noise, and as shown in Fig. (7) this is the more reliable training target.

6. Conclusions

In this paper, we have addressed how the decades old literature solving the quaternion-based 3D point-cloud alignment problem is relevant to learning 3D rotations via neural networks. We have taken the adjugate quaternion framework, originally developed in the context of an analytical solution to the 3D to 2D rotation estimation problem [11], and found that this approach improves the performance of machine learning for this class of problems. We have pointed out that the closed form algebraic (RMSD) solution for the point-cloud alignment problem gives the ideal result, and we encourage others to take advantage of this method in appropriate stages of their analysis. We hope to emphasize with this paper that it is not quaternions that are a deficient representation of rotations, but rather that neural networks with single-function outputs are a deficient representation for multi-valued objects like quaternions, a topic which has been addressed in other problem areas [31, 42]. We note that there are many more subtleties to be understood and explored concerning the use of neural networks for rotation estimation problems. Further work in fact needs to be done even in the limited domain we have explored here, for example, directly incorporating SVD into neural networks [22]. Finally, we would like to highlight the interplay in this paper between standard linear algebra tools and improved development of neural networks, as the most significant results described here lie on both sides of this divide.
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