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Figure 1: We propose InfiniCity, a three-stage synthesis framework toward infinite-scale city scene synthesis. Starting from the bottom to the top, we synthesize multi-modality infinite-pixel satellite images, perform octree-based voxel completion to create a watertight voxel world, then finally textureize with voxel neural rendering. In the middle figure, we mark the camera locations (in red and orange) used to render the views in the top figures.
Abstract

Toward infinite-scale 3D city synthesis, we propose a novel framework, InfinitCity, which constructs and renders an unconstrainedly large and 3D-grounded environment from random noises. InfinitCity decomposes the seemingly impractical task into three feasible modules, taking advantage of both 2D and 3D data. First, an infinite-pixel image synthesis module generates arbitrary-scale 2D maps from the bird’s-eye view. Next, an octree-based voxel completion module lifts the generated 2D map to 3D octrees. Finally, a voxel-based neural rendering module texturizes the voxels and renders 2D images. InfinitCity can thus synthesize arbitrary-scale and traversable 3D city environments. We quantitatively and qualitatively demonstrate the efficacy of the proposed framework.

1. Introduction

With the rapid evolution in the generative modeling research, modern generators can synthesize high-quality images with high-fidelity [13, 21, 34], 3D consistent content with neural rendering [6, 16, 17], and temporal-consistent videos [4, 19, 27]. However, most of these works focus on perfecting the synthesis quality with limited camera movement or within a bounded space, therefore less suitable for modeling an unconstrainedly large scene. Recent attempts to achieve infinite visual synthesis with neural implicit model [24] or connecting anchors [40] are only feasible for the side view of landscapes or city scenes and create unrealistic global structures at extreme-large field-of-views, while another effort toward navigable 3D indoor scene synthesis [12] is designed for bounded environments with a constrained camera distribution and the synthesis is of limited resolution. These limitations pique our interest in synthesizing infinite-sized, realistic, and navigable 3D environments.

Among all 3D environments, we take city scenes as a case study as they are ubiquitous in contemporary gaming, virtual reality, and augmented reality as an everyday sight. Ideally, it is desirable and straightforward to synthesize the whole 3D environment all at once. However, it is currently impractical with existing techniques and hardware constraints. We propose breaking down the synthesis of a 3D environment into stages of global structure planning and local perfection. First, intuitively, the satellite view of a city illustrates the outlines of the city, and provides abundant clues about the major structural information. We can leverage this information to plan the global structure. As the remaining missing information is local, we can therefore finish the structure with local 3D completion, then finalize the textures with view-dependent neural rendering.

Based on these observations, we develop InfinitCity, an effective pipeline toward infinite-scale 3D environment synthesis embracing the benefits from both 2D and 3D data. As shown in Figure 1, InfinitCity consists of three major modules. First, we use patch-based implicit image synthesis [24] to learn how to generate arbitrary-scale 2D maps from bird’s-eye views of 3D data. Second, we employ an memory- and computation-efficient octree representation to lift the 2D maps to a 3D representation using a 3D completion module. Finally, we perform neural rendering [17] on the generated octrees using real 2D images as well as pseudo-realistic images generated via state-of-the-art semantic synthesis method [31].

In this work, we present the first attempt at synthesizing an unbounded environment on an infinite scale. InfinitCity is a sophisticated framework breaking down the originally improbable task into sub-modules. We conduct quantitative and qualitative experiments on the HoliCity dataset [60] to corroborate the necessity and validate the effectiveness of the multi-stage pipeline using both 2D and 3D data. We also perform ablation studies on various pivotal design choices and pivotal operations, including patch contrastive learning and bilateral filtering.

2. Related Work

Infinite Visual Synthesis Several recent attempts explore modeling infinitely large environments using only finite images with limited field-of-view. One direction is to generate arbitrary-scale static images with a divide-and-conquer strategy where small patches are synthesized and then merged [23]. The inference process can either be autoregressive [14, 51] or non-autoregressive [24, 40]. Another branch of work focuses on the long-range generation of novel views along with a camera trajectory [22, 25]. However, the videos rendered by such an approach lack 3D consistency, since the appearances are modeled in the 2D image space without utilizing the 3D representations. In this work, we explore the infinite synthesis in the 3D city scene, aiming to generate a 3D-grounded traversable environment of infinite scale.

It is worth noting a few concurrent works also explore unbounded 3D scene generation under different camera assumptions. SGAM [36] proposes to render the surface of the 3D scene from pure satellite view. PersistentNature [5] and SceneDreamer [8] explores camera fly-through video similar to InfiniteNature [25]. However, none of these works focus on the within-the-scene navigable scene generation similar to our setting.

3D Generation from 3D Data To learn a 3D generative model, it is intuitive to train it on 3D data. Recent works have explored various 3D representations, including point clouds [2, 26], voxels [42, 52], signed distance functions [9, 10, 11, 30], etc. In this work, we also leverage explicit 3D
supervision to learn the geometry of the 3D environment. Specifically, we adopt octree [33, 46, 49, 48], a sparse-voxel representation, as our 3D representation.

3D Generation from 2D Data  Inspired by Neural Radiance Fields (NeRF) [29], NeRF-based generators [6, 7, 16, 35, 37, 39, 41, 53] combined with GAN-based framework [15, 21] have become a dominating direction to learn 3D structure from 2D image collections. These methods are restricted to modeling single objects within a limited range of viewing angles from a camera. Relaxing the constraints, GSN [12] models traversable indoor scenes with many local radiance fields, yet it requires trajectories of calibrated images for training and is not directly applicable to city scenes due to the unbounded nature and complexity of outdoor scenes. The other branch of work targets performing texturization on a given 3D representation. Given a 3D object [38], a 3D scene [20], or a voxel world [17], colorization and texturization are learned with differentiable rendering followed by a GAN-based framework.

3. InfiniCity

We aim to generate infinite-scale 3D city scenes using both 2D and 3D data. In Figure 2, the InfiniCity synthesis pipeline consists of three main components. The infinite 2D-map synthesis first generates an arbitrarily large satellite map from random noises, the octree-based voxel completion model converts the map into a watertight voxel environment, then neural rendering texturizes the voxel world. We further discuss each of the components.

3.1. Data Preprocessing

The dataset consists of images with GPS-registered camera poses $I$, $p$ and CAD model $C$ representing the scenes. We further process the data for each of the three modules. For the octree-based voxel completion, we first convert and partition the CAD model to a set of octrees $\{O_i\}$, each representing a sub-region of the city. These octrees are not only the supervision for the 3D completion training but also further render into two different types of training data. The "bird’s-eye view scan" extracts multiple modalities of the octree surface information into surface octrees $\{O_{\text{surf}}\}$ from the top-down direction, then these surface octrees are further converted into 2D images (i.e., categorical, depth, and
normal maps), jointly denoted as \( I^{CDN} \). The \( \{O^\text{sur}_i\} \) pairing with \( \{O_i\} \) constitutes the 3D completion model training data, while \( I^{CDN} \) serves as the training data for the infinite-pixel satellite image synthesis. On the other hand, the “street-view render” utilizes the GPS-registered camera location along with annotated camera orientation \( p_j \) to render segmentation images \( I^{seg}_j \) corresponding to the street-view images \( I_j \). Such procedure constructs data pairs for training SPADE [31], which later synthesizes the pseudo-ground-truth during the neural rendering training.

### 3.2. Infinite 2D Map Synthesis

Infinite-scale generation directly on 3D data is currently far-fetched, yet recently explored on 2D images. Therefore, instead of directly generating the 3D environment, we propose to start by synthesizing the corresponding 2D map. We leverage the infinite-pixel image synthesis ability of InfinityGAN [24], which synthesizes arbitrarily large maps with the neural implicit representation. Due to the limitations of data, we generate categorical labels instead of real RGB satellite images. However, as GANs encounter problems in propagating gradients while modeling discrete data [56, 58], we instead assign colors to each of the classes and train InfinityGAN on the categorical satellite map rendered with the assigned colors. The colors are later converted back to a discrete category map with the nearest color. Meanwhile, to convert the predicted satellite images to a voxel surface for the next-stage 3D shape completion, we jointly model the height map information. To further regularize the structural plausibility, we further model the surface normal vector, which is the aggregated average surface normal over the unit region covered by a pixel in the satellite view.

In InfiniCity, a critical problem is that the satellite image has a larger field-of-view, compared to the original InfinityGAN setting. Accordingly, InfiniCity requires extra focus on the structural plausibility in the local region. Directly applying adversarial learning on a large and dense matrix makes the discriminator focus on global consistency and overall visual quality, instead of the local details. Therefore, we apply the contrastive patch discriminator [32] to increase the importance of the fine-grained details.

We synthesize tuples of images of arbitrary scale in this stage: \( \hat{I}^{CDN} = G_\infty(z) \), where all the inputs and outputs of \( G_\infty(\cdot) \) can be of arbitrary spatial dimensions.

### 3.3. Voxel World Completion

The voxel world completion stage aims to create a watertight 3D representation from the synthesized maps \( \hat{I}^{CDN} \), as the following neural rendering involves ray-casting and requires reasonable ray-box intersection in the 3D space. A critical issue of voxel representation is its immense memory consumption, due to allocating unnecessary memory to the unused empty spaces. We utilize an octree-based voxel representation [48, 47] to avoid the memory issue, and implement the 3D completion model with O-CNN [47] framework for efficient neural operations directly on octrees. To retain the surface information, we build skip connections using OUNet [48], trained with voxels of spatial size \( 64^3 \). The model is trained with the paired data \( \{O_i, O^\text{sur}_i\} \). At inference time, we partition the maps \( \hat{I}^{CDN} \) generated in the previous stage into patches of \( 64^3 \) pixels, convert them into surface voxels in octree representation \( \hat{O}^\text{sur} \), and obtain 3D-completed voxels via \( \hat{O}_i = G_\text{vox}(\hat{O}^\text{sur}_i) \) for each patch. As a spatially contiguous city surface is already illustrated by the satellite view, we empirically observe that the separately processed octree blocks remain contiguous after the 3D completion and subsequent spatial concatenation.

Despite the outputs being already visually plausible while using the raw output from the satellite-image synthesis step, we can still observe some isolated pixels caused by artifacts generated in the depth channel. These artifacts create floating voxels after converting the satellite image to the surface voxels, and further lead to undesirable structures after applying the 3D completion model. We employ bilateral filters [45] to suppress these noises. The filter is applied multiple times with different space and color thresholds. We first apply large kernels with small color thresholds to create sharper edges for the buildings, then small kernels with large color thresholds to remove isolated pixels.

### 3.4. Texturization via Neural Rendering

Finally, with a 3D-completed and watertight voxel environment, we can cast rays and utilize neural rendering to produce the final appearance of the realistic 3D environment. Here, we render the texturized images using GANcraft [17], a state-of-the-art neural rendering framework that has shown success in large-scale outdoor scene synthesis. Following its training paradigm, we first train a SPADE [31] model with paired segmentation and realistic street-view images \( \{I^\text{seg}_j, I_j\} \), and use it to create pseudo-ground-truths \( \{I^{\text{pseudo}}_k\} \) given segmentation maps sampled by the street-view renderer using random camera poses \( p_k \). The watertight octrees patches \( \{O_i\} \) are concatenated and converted into the GANcraft parametrized voxel representation \( \hat{V} \), where each of the voxels is parameterized by the parameters attached to its eight corners. Then, for each of the valid camera views, we cast view rays and extract the per-pixel trilinear-interpolated features base on the ray-box intersection coordinates in the 3D space. The neural-rendering model \( G_{\text{neural}} \) is trained with randomly paired real images \( I_j \) and pseudo images \( I^{\text{pseudo}}_k \) produced with camera poses \( \{p_k\} \), and renders the synthesized images \( \{\hat{I}_k\} \) based on the features retrieved with \( \{p_k\} \). Following GANcraft [17], to handle the sky rendering, \( G_{\text{neural}} \) has two separate MLPs, one for rendering pixels that the rays intersect with voxels, and one for the rays escaped from the scene. These two
features are later alpha-blended, and render the final \( \{ \hat{T}_k \} \).

However, a critical issue arises when it comes to sampling the valid \( \{ p_k \} \). To match the training distribution of the SPADE model, which provides the important pseudo-ground-truth for each camera view, we sample the camera near the ground instead of the simple fly-through camera used in GANcraft. Such a deviation leads to another issue. A city scene is occupied by lots of buildings and trees, thus it is important to detect unwanted collisions between the camera and objects. In practice, we manually select several walkable classes (e.g., road, terrain, bridge, and greenspace), and mark these voxels from the satellite view, forming a walkable map. As SPADE has poor performance with low entropy inputs (e.g., directly facing a wall with a uniform class), we apply three steps of erosion and connected component labeling on the walkable map, removing the small alloys and the small squares hidden between buildings. We sample the camera locations with such labeled zone, along with randomly sampled camera orientations\(^1\). We also observe the training becomes less stable and sometimes produces spiking gradients, thus an RI regularization \([28]\) is added to stabilize the training.

In summary, we can formulate the overall infinite-scale 3D scene generation process as:

Section 3.2: \( f^{CDN} = G_\infty(z) \),
Section 3.3: \( \{ \hat{O}_i^{\text{surf}} \} = \text{convert}(f^{CDN}), \{ \hat{O}_i \} = G_{\text{vox}}(\{ \hat{O}_i^{\text{surf}} \}) \),
Section 3.4: \( V = \text{aggregate}(\{ \hat{O}_i \}), \{ \hat{T}_k \} = G_{\text{neural}}(V, \{ p_k \}) \).

Within the final texturized 3D environment \( V \), we can traverse and visualize scenes given desired camera trajectories \( p_i \) via neural rendering.

3.5. Interactive Sampling GUI

Despite our pipeline synthesizing realistic satellite maps, human preferences (e.g., undesired road plans) also play an important role while assessing the quality and usability of a map. Considering our maps are infinitely large, it is unreasonable to recreate the whole map after finding disfavored local structures, where the new map still inhibits the risk of finding other problems. To resolve the issues and enable responsive interaction, we develop an interactive sampling GUI, which resamples local latent variables and randomized noises based on user control, giving the imperfect images a second chance instead of completely discarding them. As shown in Figure 3, the user can select the desired regions to resample. All the latent variables in InfinityGAN are available for resampling.

In particular, to boost interactivity, we develop a sophisticated queuing system for efficient inference. InfinityGAN has demonstrated its ability in “spatially independent generation”, where the generator can independently generate the image patches without accessing the whole set of local latent variables. Such a characteristic further enables us to queue each patch synthesis task as a job in a FIFO queue, and run inference in a batch manner by tensor-stacking multiple jobs in the queue. Furthermore, when a user selects a region of interest that intends to resample, we implement a feature calibration mechanism to collect only the subset of variables that has any contribution to the pixels within the selected region, then the subset of variables are resampled and pushed to the FIFO queue. As such, we perform only the necessary computations with the maximum GPU utilization rate, increasing the inference speed by a large margin. For instance, while interacting with a 4096×4096 map, the original synthesis method takes 16 seconds on a single RTX2080 Ti. In the case of selecting a 256×256 region, our mechanism takes only 1.7 seconds for locally resampling latent variables, which is a 10 times speed up.

4. Experiments

4.1. Dataset Processing

With the aforementioned InfiniCity algorithm, here we discuss how to extract the corresponding data modalities. HoliCity \([60]\) is a large-scale dataset based on the 3D London CAD model (with object-level category annotations) collected by Accucities \([1]\) and Google street-view images. The dataset contains 50,024 images registered to the CAD model with GPS location along with camera orientations. Due to the limited data accessibility, we obtain a subset of the CAD model at the L2 level of details, and the region corresponds to 14,612 registered images. We use this subset to train and evaluate our algorithm.

We first perform point sampling on the meshes surface at four times voxel resolution (i.e., sampling \(4^3=64\) points in each voxel grid on average). Points are sampled at an equal distance, thus the nearest neighboring points will be within 1/4 voxel size. Then the space is partitioned into equal-spacing voxels. We choose the voxel resolution of one cubic meter per voxel, such a hyperparameter can be easily mod-

\(^1\)Based on the statistics used in HoliCity \([60]\), we sample arbitrary yaw and roll, and 0 deg – 45 deg pitch.
Figure 4: **Synthesized satellite maps.** We train InfinityGAN with contrastive discriminator in multiple data modalities (category, depth, and normal). The demonstrated images are 1024×1024 pixels cropped from the infinite-pixel images.

Figure 5: **Octree-based voxel completion.** High-quality and high-diversity voxels completed from synthetic satellite images. We show synthesized satellite images, lifted surface voxels, then 3D-completed voxels. The samples are 64^3 voxels.

ified to a higher resolution with sufficient memory. Each voxel aggregates the point information with a majority vote for the category and vector averaging for the surface normal. The voxels are then partitioned and converted to a depth-6 octree, with 64 (=2^6) voxels on each edge. To further retrieve the satellite-image training data for the infinite-pixel satellite-view synthesis module, we scan the voxels from the top-down direction, retrieve the aggregated voxel information (i.e., category, depth, and normal) from the first-hit voxels, and project them onto a 2D image.

4.2. **Infinite 2D Map Generation**

**Multi-modality map synthesis.** In Figure 4, we show the satellite images synthesized with our method across the categorical, depth, and normal modalities. The images are 1024×1024 pixels cropped from the infinite-pixel images, which is equivalent to 1024×1024 square meters in the real world. The results show excellent structural alignments across modalities while maintaining high-quality and high-diversity appearances.

**Ablate contrastive patch learning.** In Table 1, we show that the contrastive patch discriminator is an important component in the pipeline that significantly improves the generator quality. Naively applying an additional patch discrimi-

---

2We run the InfinityGAN with 2 × V100-16GB at batch size 32, OUNet with 1 × V100-16GB at batch size 16, and GANcraft with 8 × V100-32GB at batch size 8. Therefore, the memory consumption of InfiniCity training is mainly bounded by the neural rendering algorithm.
Table 1: **Contrastive patch learning improves Infinity-GAN.** We train InfinityGAN at 197^2 pixels. The contrastive patch discriminator shows a significant performance boost.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InfinityGAN</td>
<td>115.6</td>
</tr>
<tr>
<td>InfinityGAN + patch discriminator</td>
<td>103.8</td>
</tr>
<tr>
<td>InfinityGAN + contrastive patch discriminator</td>
<td>77.0</td>
</tr>
</tbody>
</table>

Table 2: **Quantitative comparisons in structure synthesis.** InfiniCity outperforms the end-to-end synthesis method PVD [59], showing the efficacy of modeling structures from the satellite view.

<table>
<thead>
<tr>
<th>Method</th>
<th>P-FID (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVD [59]</td>
<td>12.06</td>
</tr>
<tr>
<td>InfiniCity (Ours) w/ pillar completion</td>
<td>8.61</td>
</tr>
<tr>
<td>InfiniCity (Ours) w/o bilateral</td>
<td>6.92</td>
</tr>
<tr>
<td>InfiniCity (Ours)</td>
<td>6.08</td>
</tr>
</tbody>
</table>

Table 3: **Quantitative comparison with GSN.** InfiniCity substantially outperforms GSN in FID and KID (both the lower the better).

<table>
<thead>
<tr>
<th>Method</th>
<th>FID (↓)</th>
<th>KID (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSN [12]</td>
<td>333.92</td>
<td>0.3252 ± 0.0017</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>108.47</strong></td>
<td><strong>0.0842 ± 0.0008</strong></td>
</tr>
</tbody>
</table>

Table 4: **Paired Losses Impairs SPADE Generalization.** We train SPADE on HoliCity real data, then evaluate on InfiniCity synthetic worlds. The results show removing paired losses (feature matching and perceptual reconstruction losses) improves both performance and generalization.

<table>
<thead>
<tr>
<th>Method</th>
<th>Eval Data</th>
<th>FID (↓)</th>
<th>KID (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPADE (original)</td>
<td>HoliCity</td>
<td>20.1</td>
<td>0.0135 ± 0.0003</td>
</tr>
<tr>
<td>SPADE w/o paired losses</td>
<td>HoliCity</td>
<td><strong>15.34</strong></td>
<td><strong>0.0067 ± 0.0003</strong></td>
</tr>
<tr>
<td>SPADE (original)</td>
<td>InfiniCity</td>
<td>31.38</td>
<td>0.0221 ± 0.0006</td>
</tr>
<tr>
<td>SPADE w/o paired losses</td>
<td>InfiniCity</td>
<td><strong>21.82</strong></td>
<td><strong>0.0135 ± 0.0004</strong></td>
</tr>
</tbody>
</table>

4.3. **Voxel World Completion**

In Figure 5, we show the qualitative performance of our voxel completion model. The model ensures the final voxel structure is watertight and maintains the original voxel surfaces generated in the satellite-image synthesis step.

First, we would like to corroborate the significance of synthesizing structure from the satellite image. Despite not being easily scalable to an unconstrainedly large environment synthesis, it is intuitive to learn an end-to-end generator that directly synthesizes the 3D environment from scratch. We adopt PVD [59], a state-of-the-art point cloud generator, as a critical baseline. We convert the 64^3 voxels into point clouds using the center coordinate of the voxels. The model is trained end-to-end using 8,192 points per sample. Unlike the FID metric for images, there is no existing general and non-reference-based quality evaluation metric for 3D data. To measure the distribution distance similar to FID, we first pretrain an autoencoder using FoldingNet [54] on the real point cloud data and take the encoder as a feature extractor. Then we compute the feature distance in the FID manner. We denote the metric as P-FID. To compare with PVD, we also pick the center coordinate of the voxels to create point clouds from our synthesized voxels. As shown in Table 2, the proposed pipeline outperforms PVD even though the evaluation setting is in PVD’s favor (i.e., it is trained and evaluated on point clouds).

Next, we justify the necessity of the 3D completion modules. A straightforward approach toward closing the gap between the surface and the ground is, for each surface voxel, to project the voxel to the ground level, and mark all voxels along the trajectory with the category of the original surface voxel. We call this naive baseline the “Pillar” method, as it essentially creates a pillar for each surface voxel. As an utterly simplified baseline method, such an approach can easily create undesired appearances for certain object classes, such as the trees. However, we show that even such an approach, heavily borrowing the structure constructed from the satellite images, can outperform PVD, the end-to-end diffusion-based point cloud synthesis baseline. Such results further show that synthesizing the structure from the satellite view can significantly simplify and benefit the structure synthesis procedure.

Finally, we ablate the usefulness of bilateral filtering. We utilize bilateral filtering to improve the plausibility of structure and suppress the noises from the synthesized satellite depth. In Table 2, we accordingly show that using bilateral filtering can further improve the P-FID.

4.4. **Texturization via Neural Rendering**

As we are the first attempt toward infinite-scale 3D environment generation jointly using 2D and 3D data, there is no existing baseline method for a fair comparison. Therefore, we compare with GSN [12], a model trained on trajectories of images with camera poses, to illustrate the advantages of making use of 3D data given existing techniques. In Figure 6 and Figure 7, we show the visual results of the images rendered on our synthesized-and-completed voxel world. The results show a robust 3D consistency of the 3D structure, as our underlying variables and rendering mechanisms are 3D grounded. In comparison, GSN [12] not only fails to learn the appearance of the city, but its latent space also fails to understand the 3D information due to lacking constrained and continuous camera trajectories to guide its formation. It only creates shape deformations and 2D trans-
Figure 6: **Trajectory-wise image rendering results.** Our final rendering results present better quality, structural consistency, and diversity, over the competing method GSN [12]. Each group of images is rendered within the same voxel world using a shared global style code, while GSN shares the same global latent vector in each group.

Figure 7: **Traversable and consistent 3D city rendering.** We render multiple views on a trajectory (red line) at three different locations (blue, yellow, and green) with small camera movements (marked as the arrow direction). The results show a strong cross-view consistency with a coherent style.

4.5. Impact of Misusing Paired Losses

The neural rendering stage requires pseudo-ground-truth images synthesized by a SPADE model pretrained on real data. SPADE model formulates its training task as a paired image-to-image translation. It leverages feature matching [50] and perceptual [57] losses between the real-synthetic image pairs to boost its training stability and synthesis quality. However, the reliance on supervised paired losses can limit the model’s generalization to unseen data, such as the InfiniCity synthesized voxel worlds, and cause reduced visual quality in the final neural rendering. This domain gap is not only due to differences in the voxel distribution between real and synthetic domains, but also to the distribution of camera viewpoints. HoliCity uses street-view images from Google Maps, where the images are mostly captured by the camera mounted on top of a car. On the other hand, InfiniCity samples camera views from all walkable regions with a heuristic camera height (camera to voxel surface) sampled between 1.5 ~ 2.5 meters.

In Table 4, we train the original SPADE and a variant without the paired losses on HoliCity real data. Then both models are tested on 50,000 segmentation images rendered on InfiniCity-generated worlds. We observe the model without paired losses shows better performance and generalization at the same time. While both models incur a level of degradation on synthetic data from InfiniCity, the degradation margin of the model without paired loss is substantially smaller.

5. Conclusion

In this work, we propose InfiniCity, a novel framework for unbounded 3D environment synthesis. We demonstrate
that each stage of the framework produces high-quality and high-diversity results, and together create plausible, traversable, easily editable structures at an infinite scale.

With these exciting results, we observe that the quality of the final rendering is bounded by the neural rendering. As neural rendering is still at its early stage with rapid revolutions, many of the convergence and efficiency problems [43, 44, 55] are being recently addressed, and we expect that our neural rendering quality will substantially improve as our understanding of such a technique is deepened.
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