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Abstract

Video matting has broad applications, from adding in-
teresting effects to casually captured movies to assisting
video production professionals. Matting with associated
effects such as shadows and reflections has also attracted
increasing research activity, and methods like Omnimatte
have been proposed to separate dynamic foreground ob-
jects of interest into their own layers. However, prior works
represent video backgrounds as 2D image layers, limiting
their capacity to express more complicated scenes, thus hin-
dering application to real-world videos. In this paper, we
propose a novel video matting method, OmnimatteRF, that
combines dynamic 2D foreground layers and a 3D back-
ground model. The 2D layers preserve the details of the sub-
jects, while the 3D background robustly reconstructs scenes
in real-world videos. Extensive experiments demonstrate
that our method reconstructs scenes with better quality on
various videos.

1. Introduction

Video matting is the problem of separating a video into
multiple layers with associated alpha mattes such that the
layers are composited back to the original video. It has a
wide variety of applications in video editing as it allows
for substituting layers or processing them individually be-
fore compositing back, and thus has been studied well over
decades. In typical applications like rotoscoping in video
production and background blurring in online meetings, the
goal is to obtain the masks containing only the object of
interest. In many cases, however, it is often preferred to
be able to create video mattes that include not only the ob-
ject of interest but also its associated effects, like shadow
and reflections. This could reduce the often-required, ad-
ditional manual segmentation of secondary effects and help
increase realism in the resulting edited video. Being able
to factor out the related effects of foreground objects also
helps reconstruct a clean background, which is preferred in
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Figure 1. Video with parallax effects. Limited by their 2D im-
age representation (a), previous works such as Omnimatte fail to
handle videos with parallax effects in the background. Their fore-
ground layer (b) has to capture (dis)occlusion effects to minimize
the reconstruction loss. In contrast, our method employs a 3D
background (c), enabling us to obtain clean foreground layers (d).

applications like object removal. Despite these benefits, this
problem is much more ill-posed and has been much less ex-
plored than the conventional matting problem.

The most promising attempt to tackle this problem is
Omnimatte [21]. Omnimattes are RGBA layers that cap-
ture dynamic foreground objects and their associated ef-
fects. Given a video and one or more coarse mask videos,
each corresponding to a foreground object of interest, the
method reconstructs an omnimatte for each object, in addi-
tion to a static background that is free from all of the ob-
jects of interest and their associated effects. While Om-
nimatte [21] works well for many videos, it is limited by
its use of homography to model backgrounds, which re-
quires the background be planar or the video contains only
rotational motion. This is not the case as long as there ex-
ists parallax caused by camera motions and objects occlude
each other. This limitation hinders its application in many
real-world videos, as shown in Fig. 1.

D2NeRF [36] attempts to address this issue using two
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radiance fields, which model the dynamic and static part of
the scene. The method works entirely in 3D and can han-
dle complicated scenes with significant camera motion. It
is also self-supervised in the sense that no mask input is
necessary. However, it separates all moving objects from a
static background and it is not clear how to incorporate 2D
guidance defined on video such as rough masks. Further, it
cannot independently model multiple foreground objects. A
simple solution of modeling each foreground object with a
separate radiance field could lead to excessive training time,
yet it is not clear how motions could be separated meaning-
fully in each radiance field.

We propose a method that has the benefit of both by
combining 2D foreground layers with a 3D background
model. The lightweight 2D foreground layers can repre-
sent multiple object layers, including complicated objects,
motions, and effects that may be challenging to be mod-
eled in 3D. At the same time, modeling background in
3D enables handling background of complex geometry and
non-rotational camera motions, allowing for processing a
broader set of videos than 2D methods. We call this method
OmnimatteRF and show in experiments that it works ro-
bustly on various videos without per-video parameter tun-
ing. To quantitatively evaluate the background separation
of a 3D scene, D2NeRF released a dataset of 5 videos ren-
dered with Kubrics, which are simple indoor scenes with
few pieces of furniture and some moving objects that cast
solid shadows. We also render five videos from open-source
Blender movies [6] with sophisticated motions and lighting
conditions for more realistic and challenging settings. Our
method outperforms prior works in both datasets, and we
release the videos to facilitate future research.

In summary, our contributions include the following:

1. We propose a novel method to make Omnimatte [21]
more robust by better modeling the static background
in 3D using radiance fields [22].

2. Utilizing the omnimatte masks, we propose a simple
yet effective re-training step to obtain a clean static 3D
reconstruction from videos with moving subjects.

3. We release a new dataset of 5 challenging video se-
quences rendered from open-source blender movies
[6] with ground truths to better facilitate the develop-
ment and evaluation of the video matting with associ-
ated effects (aka omnimatting [21]) problem.

2. Related Work
Video Matting. There is a long line of work exploring
video matting due to its importance in video editing. Green
screening and rotoscoping are critical first steps in any vi-
sual effects pipeline. The matting problem aims to extract
the foreground subjects into their own RGBA layers and

separate them from the background RGB layer, which is a
highly under-constrained problem. Many approaches have
utilized motion and depth cues in addition to integrating
user interactions [7, 3, 32, 16, 9]. Background Video Mat-
ting [18] specifically addresses real-time video matting of
people and preserving strand-level hair details.

Matting with Associated Effects. Video matting is often
insufficient, as foreground subjects might have associated
effects like shadows or reflections that need to be extracted
into the foreground RGBA layers. This problem has not
been explored as extensively and, in practice, is often dealt
with manually using advanced interactive rotoscoping tools
[15]. Omnimatte [21] was the first to propose a generic
framework capable of learning any associated effect. Pre-
vious works often specifically addressed associated effects
like shadows [34, 33]. The ability to obtain matte layers
with associated effects has many exciting applications, such
as re-timing motions of different people [20], consistent
background editing [13, 14], background subtraction, green
screening, and many other video effects [21]. Recently,
FactorMatte [12] has been proposed to improve the qual-
ity with data augmentation and conditional priors. These
works have in common that they take predefined masks that
hint at the foreground objects and decompose each video
into several layers, with one object in each layer with its
associated effects. Then, there is a background layer, a 2D
static image, or a deformable atlas shared by all the frames.
The background is warped and cropped via a homography
to render each frame. While the foreground layers have
shown great potential in capturing dynamics, their single
image background limits the application of these methods
to videos with planar environments without parallax effects
caused by camera motion.

Radiance Fields. Radiance fields (RF) emerged as 3D
representations capable of capturing geometric details and
photorealistic appearances [22]. Radiance fields model the
3D scene as a continuous function that maps the position
and the viewing direction of any point in world space to
its color and opacity. Novel views can be synthesized via
volume rendering along rays cast. This continuous func-
tion is learned by optimizing with a reconstruction loss
on the rendered images. This view-dependent volumetric
representation can model various challenging scenes that
previous surface-based methods struggled to handle: e.g.,
shiny surfaces like metals or fuzzy surfaces like hair or
fur. Since then, it has been extended along multiple axes:
better appearance modeling (e.g., reflection and refraction
[31, 5, 2, 1], faster optimization [8, 27, 23] and model-
ing dynamic scenes [38, 17, 10, 19]. Since the MLP-
based implicit RF representations are slow to train, we use
voxel-based explicit radiance field representations [8] [27].
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Specifically, we use the factorized voxel grid representation
from [8].

Self-Supervised Video Dynamics Factoring. Another
related work is video dynamics factoring without needing
a predefined mask. One recent work is deformable sprites
[39] that rely only on motion cues. Similar to other video
matting works, it has a 2D foreground and background lay-
ers and the same limitations as Omnimatte. For modeling
in 3D, D2NeRF[36] proposes to decouple the scene with
two radiance fields, one for the dynamic content and the
other for the statics. D2NeRF[36] handles a special case of
matting with only one foreground object, and, compared to
the other methods, it is not limited to planar backgrounds.
However, the self-supervised method relies on the heuristics
that require per-video hyper-parameter tuning and does not
robustly generalize to new videos. The quality of the fore-
ground reconstruction can also be limited for objects that
have large nonrigid motions.

We, therefore, propose a method for video matting with
associated effects that has the advantages of supervised 2D
mattes that support multiple individual objects with great
details, as well as 3D background decoupling that works
with non-planar videos.

3. Method

The concept of omnimattes is proposed by Lu et al. [21],
extending RGBA video mattes to capture associated effects
of the objects of interest like shadows and reflections. To
avoid any confusion, in the following text, we refer to their
work as capital Omnimatte, and the resulting RGBA layers
as italic omnimatte. In the matting setup, the user prepares
a video of T frames {It}Tt=1, and N ordered mask layers
{M i

t}Ni=1, each containing a coarse mask video of an object
of interest. The video’s camera parameters are also precom-
puted as {Pt}.

The goal is to predict RGBA foreground layers Ci
t and

αi
t that contain the objects together with their associated ef-

fects, and a background layer Bt which is clean and free
from the effects cast by the foreground objects. An input
frame It should be reconstructed by alpha compositing the
foreground layers above the background.

In Omnimatte, the background is represented by a static
2D image and a homography transform Pt. To compose
a frame, part of the static background is extracted accord-
ing to the estimated homography Pt. The key idea of our
work is to represent the static background in 3D using a
radiance field, while keeping the foreground in 2D to bet-
ter capture the dynamics of objects. We employ an explicit
factorized voxel-based radiance field [8] to model the back-
ground. In this case, Pt represents a camera pose, and a
background frame is rendered with volume rendering. Note

that the foreground layers are still 2D videos. We refer to
this combination as the OmnimatteRF model.

3.1. The OmnimatteRF Model

An outline of our model is depicted in Figure 2. The
model has two independent branches: foreground and back-
ground. For any given frame, the foreground branch pre-
dicts an RGBA image (omnimatte) for each object, and the
background branch renders a single RGB image.

Preprocessing. Following similar works, we use an off-
the-shelf model RAFT [29] to predict optical flow between
neighboring frames. The flow is used as an auxiliary input
and ground truth for supervision, denoted by {Ft}. We also
use an off-the-shelf depth estimator MiDaS [26] to predict
monocular depth maps {Dt} for each frame and use them
as ground truth for the monocular depth loss.

Background. The background branch consists of a static
neural radiance field, fbg, encoding the 3D representation
of the scene. To render a pixel in a frame It, a ray is traced
according to the estimated camera pose Pt, and the final
RGB color is produced via volumetric rendering. The result
of rendering the entire frame is (Bt, D̂t) = fbg(Pt), where
Bt is an RGB image and D̂t is a depth map.

Foreground. The foreground branch is a UNet-style
convolutional neural network, ffg, similar to that of Omn-
imatte. The input of the network is a concatenation of three
maps:

1. The coarse mask M i
t . The mask is provided by the

user, outlining the object of interest. Mask values are
ones if the pixels are inside the object.

2. The optical flow Ft. It provides the network with mo-
tion hints. Note that the network also predicts an opti-
cal flow as an auxiliary task (detailed in Sec. 3.2.2).

3. The feature map Et. Each pixel (x, y) in the feature
map is the positional encoding of the 3-tuple (x, y, t).

Multiple foreground layers are processed individually.
For the i-th layer, the network predicts the omnimatte layer
(Ci

t , α
i
t) and the flow F̂ i

t .
Detail Transfer. For a tradeoff between image quality

and training time, the foreground network typically pro-
duces a color layer with missing details when the alpha
layers have captured sufficient associated effects. To boost
the output quality, Omnimatte transfers details from input
frames. We include the same process in our pipeline. Note
that this is a post-processing step to produce final results,
and does not apply to model optimization.

3.2. Optimizing the Model

We optimize an OmnimatteRF model for every video
since both branches of our model are video-specific. To
supervise learning, we employ an image reconstruction loss
and several regularization losses.
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Figure 2. Method overview. We propose a video matting method, named OmnimatteRF, which combines 2D foreground layers with a 3D
background layer. The foreground branch (ffg, in green box) predicts an RGBA layer (Ci

t , α
i
t) for each object, and an auxiliary flow output

(F̂ i
t ). The background branch (fbg, in yellow box) produces a background layer with depths (Bt, D̂t). Optimization. During training,

predicted colors (Ît) and flow (F̂t) are alpha-composited, whose inputs have red and green borders respectively. The right most column
illustrates the data terms in the loss function, and we omit the regularization terms in this illustration.

3.2.1 Reconstruction Loss

We compute the reconstruction loss with the composed im-
age Ît by alpha composition of foreground and background
layers:

Ît =

N∑
i=1

i−1∏
j=1

(1− αj
t )α

i
tC

i
t

+

N∏
i=1

(1− αi
t)Bt (1)

And the reconstruction loss is the mean-squared-error
between the predicted and input frame,

Lrecons = ||Ît − It||2 (2)

The reconstruction loss supervises both branches of our
pipeline simultaneously. Limited by the computational cost
of volumetric rendering, the background layer is rendered
only at sparse random locations at each step, where Lrecons
is computed for the composed pixel values.

3.2.2 Foreground Losses

We follow Omnimatte and include the alpha regularization
loss Lα-reg, alpha warp loss Lα-warp, and flow reconstruction
loss Lflow. We also bootstrap the initial alpha prediction to
match the input mask with the mask loss Lmask, which is
gradually decayed and disabled once its value drops below
the threshold.

While most regularization terms in Omnimatte can be
applied directly to our pipeline, the flow reconstruction loss
is an exception. The formulation of the loss remains iden-
tical: given the per-layer flow prediction F̂ i

t and a back-
ground layer flows F bg

t , the complete flow F̂t is composed
via alpha composition (Eq. 1). Then, the loss is defined as:

Lflow = ||(F̂t − Ft)⊗M fg
t ||2 (3)

Here, M fg
t is the union of all foreground masks ({M i

t})
for the frame It, and the loss is only evaluated at the loca-
tion of input coarse masks. The authors of Omnimatte have
shown the effectiveness of this loss in their case, and we
also demonstrate its importance in an ablation study.

However, it remains unclear how F bg
t can be obtained.

In Omnimatte, the background flow can be derived from
image homography, which serves both as an input to the
network and a background for composition. On the other
hand, since our 3D background has only known camera
poses but not depths, we cannot obtain background flows
directly. Instead, we use the ground truth flow Ft as net-
work input to provide motion cues and a masked version of
Ft as background flow for composition. The masked flow
is Fm

t = Ft ⊗ (1 − M fg
t ), which is the ground truth op-

tical flow with the regions marked in the coarse masks set
to zeros. ⊗ denotes elementwise multiplication. We find
it crucial to use Fm

t rather than Ft for composition, as the
latter case encourages the network to produce empty layers
with αi

t equal to zero everywhere.

23474



(a) (b) (c)
Figure 3. Background Layer Training Signals. We illustrate how
the training signal to the background layer changes over time. It
explains why the background captures some of the associated ef-
fects (in this example, shadows). We use the pixel circled in red
as an example. (a) At the beginning of training, the foreground
alpha value (in light green) does not include the shadow. There-
fore, α is small and at this pixel, Ît(x, y) ≈ Bt(x, y). The re-
construction loss Lrecons encourages the background network fbg

to produce dark prediction at this location from this viewing an-
gle. (b) As training progresses, α gets larger in the shadow region,
and Ît(x, y) ≈ Ci

t(x, y). This means that fbg receives little to no
supervision signals from this pixel. If it has modeled the shadow
in some ways (in this case, a hole), it has little incentive to remove
it, leaving the artifact in (c).

3.2.3 Background Losses

Apart from the reconstruction loss, the background net-
work is supervised by the total variation regularization loss,
Lbg-reg, as in TensoRF [8]. In addition, monocular depth su-
pervision is used to improve scene reconstruction when the
camera motions consist of rotation only:

Ldepth = metric(Dt, D̂t), (4)

where D̂t is the estimated depth from volume rendering
[22], and the metric function is the scale-invariant loss from
MiDaS [26]. Also, we empirically find that Ldepth can in-
troduce floaters, and employ the distortion loss Ldistort pro-
posed in Mip-NeRF 360 [4] to reduce artifacts in the back-
ground.

3.2.4 Summary

The combined loss for joint optimization is:

L =Lrecons + Lα-reg + Lα-warp + Lflow + Lmask︸ ︷︷ ︸
Foreground

+

Lbg-reg + Ldepth + Ldistort︸ ︷︷ ︸
Background

(5)

At every optimization step, Lrecons and background
losses are evaluated at sparse random locations. Foreground
losses are computed for the full image.

3.3. Clean Background via Masked Retraining

When the pipeline is trained jointly as described above,
it is sometimes observed that the background radiance field
models some of the foreground contents like shadows (see
Fig. 3(c)). Compared to 2D images, 3D radiance fields
are so much more capable that they can exploit distorted
geometry constructs, such as holes and floaters, to capture
some temporal effects, although the models are given no
time information. For example, as the camera moves over
time, there may be a correlation between whether a surface
is covered by shadow and the direction the surface is viewed
from.

We illustrate this problem in Fig. 3 and explain the cause
at an intuitive level. The foreground branch is bootstrapped
to produce alpha values that match the coarse mask inputs,
which include only the object without the associated effects.
In other words, αt values are close to one at the object, but
zero in the shadows (for simplicity, we consider one fore-
ground layer in which the object casts a shadow, like in
Fig. 3). At a pixel (x, y) covered by shadow, Eq. 1 sim-
ply collapses to Ît(x, y) ≈ Bt(x, y). The reconstruction
loss will therefore encourage Bt(x, y) to match the color of
the shadow for a ray shot toward this location.

As training proceeds, ffg will then gradually increase
the predicted alpha values at the shadowed regions. If the
shadow is hard and α gets close to one, Eq. 1 evaluates to
Ît(x, y) ≈ Ci

t(x, y), and the reconstruction loss gives little
to no constraint to the background color at the pixel. As a
result, fbg is unable to learn to remove the shadow color that
it produces for the ray towards frame It at (x, y).

There are also cases where the shadow is soft and α is in
between. In these cases, the problem remains ambiguous.

Therefore, we propose to obtain clean background re-
construction via an optional optimization step. In joint
training, the foreground omnimatte layers can capture most
associated effects, including the parts with leaked content
in the background layer. The alpha layers αt can then be
used to train a radiance field model from scratch, with no
samples from the foreground region where alpha values are
high. We show in the ablation study (see Fig. 7) that this
step produces cleaner background reconstruction for in-the-
wild videos. As only the background is optimized, the pro-
cess is fast and takes less than an hour to complete.

4. Evaluation

We compare our quantitative and qualitative methods
with Omnimatte and D2NeRF [21, 36], which are state-
of-the-art methods in 2D video matting and 3D video seg-
mentation, respectively. In addition, we compare with Lay-
ered Neural Atlas (LNA) [13], which uses a deformable 2D
background in contrast to Omnimatte’s static image.
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4.1. The Movies Dataset

Quantitative evaluation of background segmentation re-
quires a dataset with both input videos and ground-truth
background imagery. Prior works primarily use datasets
like CDW-2014 [35], which are limited to mostly static
backgrounds and are not applicable to our settings. Re-
cently, Kubrics is proposed in D2NeRF, which enables
the evaluation of 3D background synthesis. However, these
videos have relatively simple scenes and lighting. To facil-
itate the evaluation of video matting and background seg-
mentation in challenging scenarios, we select six clips from
three Blender movies in Blender Studio [6]. Compared to
Kubrics, they feature more complicated scenes and light-
ing conditions, large nonrigid motion of the characters, and
higher resolution. To ensure usability, we manually edit
the camera trajectories so that there are sufficient camera
motions and the actors have reasonable sizes. We render
the clips with and without the actors to obtain input and
ground truth for background reconstruction evaluation pur-
poses. The camera poses are also exported.

4.2. Experiment Setup

We evaluate the performance of our proposed method on
four datasets.

1. Movies: our novel challenging dataset.

2. Kubrics: the dataset generated and used in D2NeRF,
which consists of five scenes of moving objects from
3D Warehouse [30] rendered with Kubric [11].

3. DAVIS [24, 25]: short clips with moving foreground
subjects, like humans, cars, and animals. This dataset
is widely used to evaluate 2D-background matting
methods [21, 13, 39].

4. Wild: in-the-wild sequences collected from the inter-
net that are closer to casually captured videos, with
natural and noisier camera motions, including trans-
lations and rotations, as well as objects at different dis-
tances from the camera. Naturally, these videos have
backgrounds that are challenging for pure 2D methods.

Kubrics and Movies are synthetic datasets with clean
background layer renderings available. Note that novel
view synthesis is not the focus of our method, so we eval-
uate the background with input views. Both datasets have
known camera poses and object masks which are used for
training and evaluation.

DAVIS and Wild are real-world videos without clean
background. Therefore, we only perform a qualitative eval-
uation to demonstrate the robustness of our method. For
videos in Wild we recover camera poses with COLMAP.
For videos that COLMAP cannot process reliably, including
DAVIS videos, we use poses from RoDynRF [19].

D2NeRF Omnimatte LNA Ours

ku
-b

ag
ku

-c
ha

ir
do

g
do

dg
e

Figure 4. Background Reconstruction. We show examples of
results presented in quantitative evaluations. For videos with par-
allax effects, 3D methods like D2NeRF and ours reconstruct less
distorted background than Omnimatte and LNA.

To obtain coarse object masks, we attempt to extract
them with pre-trained object segmentation models from De-
tectron 2 [37]. In case it does not work, we use the Roto
Brush tool in Adobe After Effects. Detailed procedures are
described in the supplementary material. It takes about 10
minutes of manual effort to produce a 200-frame mask.

For all videos, we also estimate homographies with
LoFTR [28] and OpenCV to enable Omnimatte processing.

As mentioned in D2NeRF [36], the method is sensitive
to hyperparameters. The authors released five sets of con-
figurations for different videos. We experiment with every
video using all provided configurations and report the best-
performing ones.

4.3. Implementation Details

Our network is built upon the publicly available offi-
cial implementation of Omnimatte [21], and TensoRF [8].
The videos in Kubrics have resolution 512 × 512, and
all methods run at the resolution 256 × 256. For videos in
other datasets with a higher resolution of 1920 × 1080, we
downsample them by a factor of 4.

We optimize the networks for up to 15,000 steps. The
learning rate of ffg is set to 0.001 and is exponentially de-
cayed after 10,000 steps. For fbg we use the learning rate
scheduling scheme of TensoRF. Training takes up to 6 hours
on a single RTX3090 GPU. Detailed network architecture,
hyper-parameters and timing data are presented in the sup-
plementary. Our code and datasets will also be made pub-
licly available.

4.4. Quantitative Evaluation

We quantitatively evaluate the background reconstruc-
tion quality of our method on two synthetic datasets. We
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Kubrics Car Cars Bag Chair Pillow
LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑

D2NeRF 0.135 0.854 34.10 0.105 0.859 34.77 0.131 0.880 33.98 0.090 0.916 33.29 0.105 0.926 38.80
Omnimatte 0.162 0.819 31.14 0.157 0.834 31.20 0.271 0.796 23.64 0.175 0.865 26.91 0.270 0.841 21.17

LNA - - - - - - 0.138 0.835 27.08 0.105 0.881 21.21 0.080 0.923 31.66
Ours 0.033 0.958 39.09 0.032 0.961 39.78 0.029 0.972 39.58 0.023 0.977 42.46 0.022 0.982 43.62

Movies Donkey Dog Chicken Rooster Dodge
LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑ LPIPS↓ SSIM↑ PSNR↑

D2NeRF - - - 0.370 0.694 22.73 - - - 0.340 0.708 25.13 0.408 0.729 20.95
Omnimatte 0.315 0.653 19.11 0.279 0.706 21.74 0.312 0.704 20.95 0.220 0.741 23.14 0.067 0.879 23.88

LNA 0.104 0.849 18.79 0.154 0.828 26.08 0.190 0.818 19.22 0.131 0.804 26.46 0.068 0.937 24.94
Ours 0.005 0.990 38.24 0.030 0.976 31.44 0.021 0.978 32.86 0.024 0.969 27.65 0.006 0.991 39.11

Table 1. Quantitative evaluations. We present the background reconstruction comparison of our method and baselines on the Kubrics
and Movies datasets. Best results are in bold and second place are underlined. Results marked - are the ones the method failed to give
good separations (visuals in supplementary).

report PSNR, SSIM and LPIPS for all videos in Table 1, and
some visualizations in Fig. 4. For D2NeRF, we tried every
provided pre-set configuration for every video in Movies,
and it only gave good results for the Dog, Rooster, and
Dodge videos. Omnimatte and LNA with the 2D back-
ground layers struggles in both datasets. Our method can
handle these videos well.

4.5. Qualitative Evaluation

We present a qualitative comparison of the methods in
Fig. 5. Due to space limitations, we present at least one
video from every dataset but show a frame from every se-
lected video in the figure. The original videos are avail-
able in supplementary and we highly recommend watching
them. D2NeRF works well for the fine-tuned videos but not
for new inputs without further hyper-parameter tuning. Om-
nimatte background has significant distortion around ob-
jects, and its foreground layer has to compensate for the
limitation by capturing all residuals. Our method is versa-
tile enough to perform well for a variety of videos with our
3D background model.

4.6. Ablation Studies

4.6.1 Loss Terms

We present background reconstruction results without
Ldepth in Fig. 6. For video sequences with rotational camera
poses, the model struggles to extract 3D information from
the input videos because of a lack of 3D clues. This loss
is critical to extending our method to a broader range of
videos. The effects of Lflow are also demonstrated in Fig. 6.
The auxiliary task improves foreground quality and reduces
unrelated content.

4.6.2 Clean Background Retraining

We employ an additional step for real-world sequences to
optimize a clean background from scratch. In Fig. 7, we
compare the background layer from the initial joint opti-
mization and the final result. This is a simple yet robust
way to obtain a better background.

4.7. Limitations

We list some limitations that future works can explore.

1. If a background region is covered by shadows nearly
all of the time, the background model cannot recover
its color correctly. An example from a Movies video
is shown in Fig. 8. In theory, an omnimatte layer
has an alpha channel and can capture only the addi-
tive shadow that allows the background to have the
original color. However, this problem is largely under-
constrained in the current setting, making it ambiguous
and leading the background to unsatisfying solutions.

2. The foreground layer captures irrelevant content. In
real-world videos, unrelated motions often exist in
the background, like swaying trees and moving cars.
These effects cannot be modeled by the static radiance
field and will be captured by the foreground layer re-
gardless of their association with the object. Possible
directions include i) using a dummy 2D layer to catch
such content or ii) a deformable 3D background model
with additional regularization to address the ambiguity
as both background and foreground can model motion.

3. Foreground objects may have missing parts in the omn-
imatte layers if they’re occluded. Since our foreground
network predicts pixel values for alpha composition, it
does not always hallucinate the occluded parts.

4. The video resolution is limited. This is primarily due
to the U-Net architecture of the foreground model in-
herited from Omnimatte. Higher resolutions can po-
tentially be supported with the use of other lightweight
image encoders.

5. The foreground layer may capture different content
when the weights are randomly initialized differently.
We include visual results in the supplementary materi-
als.

5. Conclusion
We propose a method to obtain omnimattes, RGBA lay-

ers that include objects and their associated effects by com-
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Figure 5. Qualitative comparison. We compare results of our and baseline methods on videos from each dataset. Readers are strongly
encouraged to view videos files of more sequences available in the supplementary. The first two videos are synthetic from Kubrics and
Movies, followed by three Wild videos. Omnimatte fails to handle objects in 3D and produces distorted background. D2NeRF works
for videos with appropriate hyper-parameters, but does not generalize to new videos easily. Our method handles videos in many different
settings. Due to space constraint we defer LNA results to the supplementary.

Input without Ldepth with Ldepth

Input without Lflow with Lflow

Figure 6. Loss Term Ablations. Background of real-world videos
without Ldepth and foreground without Lflow can de degraded for
real-world videos.

bining 2D foreground layers and a 3D background model.
Extensive experiments demonstrate that our approach is ap-

(a) Coarse mask (b) Background (c) Depths

(d) Learned mask (e) Background (f) Depths
Figure 7. Clean Background Retraining. Background layers
jointly trained can capture the shadows as a hole on the ground
(a-c). After the joint training, the foreground omnimatte provides
a better mask that can be used to train a clean background (d-f).

plicable to a wide variety of videos, expanding beyond the
capabilities of previous methods.
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(a) (b) (c)
Figure 8. Limitations. (a), (b): Background can have baked-in
shadows when the region is covered by shadows for most frames
of the video. (c): The foreground layer captures irrelevant object
motions (middle left) in the background. Best viewed in videos.
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