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Abstract

Dataset distillation aims to synthesize small datasets with little information loss from original large-scale ones for reducing storage and training costs. Recent state-of-the-art methods mainly constrain the sample synthesis process by matching synthetic images and the original ones regarding gradients, embedding distributions, or training trajectories. Although there are various matching objectives, currently the strategy for selecting original images is limited to naive random sampling. We argue that random sampling overlooks the evenness of the selected sample distribution, which may result in noisy or biased matching targets. Besides, the sample diversity is also not constrained by random sampling. These factors together lead to optimization instability in the distilling process and degrade the training efficiency. Accordingly, we propose a novel matching strategy named as Dataset distillation by REpresentAtive Matching (DREAM), where only representative original images are selected for matching. DREAM is able to be easily plugged into popular dataset distillation frameworks and reduce the distilling iterations by more than 8 times without performance drop. Given sufficient training time, DREAM further provides significant improvements and achieves state-of-the-art performances.

1. Introduction

Deep learning has made remarkable achievements in the computer vision society [20, 11, 36, 29, 43, 16, 7, 55], and the success is closely related to a large amount of efforts in data collection and annotation. But along with the progress of these efforts, the huge amount of data, in turn, becomes a barrier to both storage and training [52, 19]. Many methods are introduced to reduce the scale of datasets [47, 40, 34, 8]. Among these, dataset distillation, aiming at condensing large-scale datasets into smaller ones with little information loss, has become a hot topic to tackle the problem of data burden [3, 46, 24, 5, 12].

Dataset distillation methods are roughly divided into two categories: coreset-based and optimization-based. Coreset-based method employ certain metrics to heuristically select samples for representing the original dataset [26, 41]. How-
ever, it is difficult to rely on a small proportion of original samples to contain the information of the whole dataset, resulting in low compression rate. Optimization-based methods alleviate the defect by incorporating image synthesis to introduce more information into single images [47]. Specifically, these methods initialize a small amount of learnable image tensors and update them through matching the training gradients [52, 24], embedding distributions [51, 46] or training trajectories [3, 12] with the original images.

Although the optimization-based methods achieve considerable performance as well as compression ratio, the distillation process itself still requires a large amount of time. We analyze the problem from the strategy of selecting original images for matching, which is mostly set as random sampling in previous works [52]. We argue that random sampling overlooks the evenness of the selected sample distribution. On the one hand, the matching optimization may be overly prone to certain samples with dominant matching targets, such as boundary samples with larger training gradients [46]. On the other hand, the sample diversity inside a mini-batch is also not constrained, leading to potential information insufficiency. These factors together result in optimization instability of the dataset distillation process, and degrade the training efficiency.

Accordingly, we propose a novel matching strategy named as **Dataset distillation by REpresentAtive Matching (DREAM)** to address the aforementioned training efficiency issue. Specifically, a clustering process inside each class is conducted at intervals to generate sub-clusters reflecting the sample distribution. The sub-cluster centers, which not only are representative for surrounding samples, but also evenly cover the whole class distribution, are selected for matching. As shown in Fig. 1a, the gradient distribution of the selected samples contains less variation. By only matching with representative samples, DREAM largely reduces the instability during training, and provides a smoother and more robust distillation process. For the synthetic image initialization, we adopt a similar clustering-based strategy, where the center sample is selected from each sub-cluster, which further accelerates the training process.

DREAM can be easily plugged into popular dataset distillation frameworks. Compared with commonly adopted random matching, DREAM significantly improves the training efficiency in the distilling process. We conduct extensive experiments to validate that it only takes less than one eighth of the iterations for DREAM to obtain comparable performance with the baseline methods. In addition, given sufficient training iterations, DREAM further boosts the performance to surpass other state-of-the-art methods.

Our main contributions are summarized as:

• We propose a Dataset distillation by REpresentAtive Matching (DREAM) strategy. By only matching representative images, DREAM accelerates the training process by more than $8 \times$ without performance drop.

• DREAM is able to be easily plugged into a variety of dataset distillation frameworks. Extensive experiments prove that DREAM consistently improves the performance of the distilled dataset.

## 2. Related Works

### 2.1. Dataset Distillation

Dataset distillation can be roughly divided into 2 categories: coreset-based and optimization-based.

**Coreset-based methods** select a certain proportion of data based on certain metrics [17, 4]. Lapedriza et al. measure the importance of the sample by the benefits obtained from training the model on the sample [26]. Toneva et al. find that samples have different forgetting characteristics and the easily forgotten samples have larger information amount [41]. Coresets are also utilized to solve continual learning [35, 1, 48] and active learning tasks [38]. Besides, Shleifer et al. accelerate the search of neural network architecture by selecting a group of “easier” samples [39]. Although coreset-based methods are practical to apply, it is hard to obtain rich information from a small amount of original samples. Therefore, coreset-based methods are restricted from further reducing the compression ratio.

**Optimization-based methods** implement dataset distillation by synthesizing image samples constrained by various optimization targets. Wang et al. raise the dataset distillation concept from the optimization aspect, and update the synthetic images in a meta-learning style [47]. Multiple works are then proposed to constrain the image generation by matching training gradients [52, 50, 22], embedding distributions [51, 46] and training trajectories [3] with original images. IDC injects more information into synthetic samples under the limit of fixed storage size [24]. Nguyen et al. build up a distributed meta-learning framework and incorporate the kernel approximation methods [32]. RFAD speeds up the computation by introducing a random feature approximation [30]. HaBa employs data hallucination networks to construct base images and improves the representation capability of distilled datasets [28]. FRePo introduces an efficient meta-gradient computation method and a “model pool” to alleviate the overfitting [56]. DiM [45] transfers knowledge by distilling datasets into generative models. Optimization-based methods largely improve the compression ratio via fusing more information into synthetic images. However, recent state-of-the-art methods require a large number of iterations to obtain desired validation accuracy, indicating low training efficiency. In this
work, we focus on designing a novel matching strategy for more efficient dataset distillation training.

2.2. Clustering

Clustering divides samples into groups in an unsupervised manner [37]. K-means [14, 2] specifies the number of target clusters, and optimizes the partition to obtain clusters with similar sizes [18]. DBSCAN, based on density, does not require the number of target clusters in advance. The clusters are formed by gradually adding data points within the tolerance range. [13]. It is applicable to dataset of any shape, yet the size of the generated clusters is unstable, outliers are excluded from clusters, and close clusters may be merged. Hierarchical clustering methods include Agglomerative and Divisive. The former fuses multiple clusters until a certain condition is met, and the latter divides a cluster through segmentation [10].

3. Method

Aiming at addressing the training efficiency problem for dataset distillation tasks, we propose a novel Dataset distillation by REpresentAtive Matching (DREAM) strategy. By only matching the representative original images, DREAM reduces the optimization instability, and achieves a smoother and more robust training process. In this section, we orderly introduce the basic training schemes of dataset distillation, our observations on the training efficiency and the detailed design of DREAM.

3.1. Preliminaries

Given a large-scale dataset $\mathcal{T} = \{(x_i^t, y_i^t)\}_{i=1}^{|\mathcal{T}|}$, the target of dataset distillation is generating a small surrogate dataset $\mathcal{S} = \{(x_s^i, y_s^i)\}_{i=1}^{|\mathcal{S}|}$ with as little information loss as possible, where $|\mathcal{S}| \ll |\mathcal{T}|$. The information loss is usually measured by the performance drop between training a model with the original images $\mathcal{T}$ and the surrogate set $\mathcal{S}$. The commonly adopted optimization-based methods follow a synthetic pipeline. The surrogate set $\mathcal{S}$ is first initialized with random original images from $\mathcal{T}$. Under the constraints of matching objectives $\phi(\cdot)$, the synthetic images are updated to mimicking the distribution of the original images, which is formulated as:

$$S^* = \arg \min_{\mathcal{S}} \mathbf{D}(\phi(\mathcal{S}), \phi(\mathcal{T})),$$

where $\mathbf{D}$ is the matching metric. Typically, we select the training gradients as the matching objective $\phi(\cdot)$. Given a random model $\mathcal{M}_\theta$ with training parameters $\theta$, $\mathcal{S}$ is supposed to give similar gradients to $\mathcal{T}$ throughout the training process of $\mathcal{M}_\theta$, that is:

$$S^* = \arg \min_{\mathcal{S}} \mathbf{D}(\nabla_\theta \mathcal{L}(\mathcal{M}_\theta(A(\mathcal{S}))), \nabla_\theta \mathcal{L}(\mathcal{M}_\theta(A(\mathcal{T})))).$$

where $\mathcal{L}(\cdot, \cdot)$ is the training loss, and $\mathcal{A}$ is the differentiable augmentation [23, 53, 42, 54]. Practically, the matching objectives are calculated on the synthetic images and a mini-batch of original images $\{(x_i^t, y_i^t)\}_{i=1}^N$ sampled from $\mathcal{T}$ with the same class labels. The objective matching and $\mathcal{M}_\theta$ training is conducted alternatively, such that gradients at different training stages are matched, which forms the inner optimization loop. The inner loop is iterated with different random $\mathcal{M}_\theta$ for more varied matching gradients.

Recent literature offers various matching objectives and achieves significant testing accuracy via training in the small synthetic dataset [46, 3, 24]. However, the distillation process itself still requires a large amount of training time, indicating low training efficiency. We analyze the relationship between the training efficiency and the sampled original images for matching, and accordingly propose a novel matching strategy.

3.2. Observations on Training Efficiency

In the dataset distillation process, the knowledge is distilled from sampled original images by matching certain objectives. The selection of original images thereby has large influences on the training efficiency. Recent literature usually adopts random sampling for selecting the original images [52, 24]. We set gradient matching as an example and carefully illustrate that random sampling disturbs efficient training of the dataset distillation.

Firstly, we analyze the matching effects of samples in different regions. Among all the samples in a class, those near the distribution center have higher prediction accuracy, indicating smaller backward gradients, while those on the decision boundaries have the contrary condition. For gradient matching, the central samples provide less effective supervision, while the gradients of the boundary ones largely dominate the optimization direction. We show the training accuracy curve of matching the synthetic images with only the central or boundary samples in Fig. 2b. The small gradients provided by central samples soon fail to provide effective supervision. On the other hand, although the boundary samples are essential for building decision boundaries, only matching with them brings chaotic matching targets, which degrades the distillation performance.

Secondly, we demonstrate that random sampling cannot guarantee an evenly distributed mini-batch along the training process. We record the Maximum Mean Discrepancy (MMD) between the selected mini-batch and the whole class distribution during training in Fig. 2c. It can be observed that the MMD is kept at a relatively high level, with large fluctuations during the training process. For the gradient matching, as the mini-batch cannot effectively and consistently cover the original class sample distribution, the gradient difference of different samples are not balanced. The matching target of a mini-batch may be biased by
boundary samples with larger training gradients, which results in unstable supervision.

Besides, an unevenly distributed mini-batch also indicates relatively poor sample diversity. Information redundancy at dense regions and information lack at sparse regions make the mini-batch insufficient to represent the original data. The above factors result in optimization instability of the distillation process, and hence degrade the training efficiency. Since randomly sampling original images disturbs the training efficiency for dataset distillation training, we propose to design a novel strategy to construct mini-batches with even and diverse distribution for matching.

### 3.3. Representative Matching

Based on the purpose of achieving stable and fast optimization, only representative original images are selected for gradient matching. The selection of representative images are supposed to obey the following two principles. On the one hand, the selected images should be evenly distributed to avoid biased matching targets. On the other hand, while ensuring diversity, the selected samples should reflect the overall sample distribution of the class as accurately as possible.

Therefore, we employ a clustering process for selecting representative original images. Out of the considerations of uniform sub-cluster sizes and distribution, without loss of generality, we adopt K-Means [14, 2, 33] for dividing sub-clusters. As shown in Fig. 2d, the clustering is conducted inside each class to generate \( N \) sub-clusters that reflect the sample density. \( N \) is a pre-defined hyper-parameter for the mini-batch size of real images. The sub-cluster centers evenly cover the sample space of the whole class, and simultaneously provide sufficient diversity, which perfectly meets the above principles.

The complete training pipeline is illustrated in Fig. 2a. The clustering-selected original mini-batch and the synthetic images with the same class label are passed through the random model \( \mathcal{M}_\theta \) to obtain prediction scores \( p_t \) and \( p_s \). Subsequently calculate the classification losses and their corresponding gradients. The gradient differences are backward to update synthetic images according to Eq. 2. Considering the brought extra time cost, the clustering process is conducted every \( I_{int} \) iterations.

Additionally, at the beginning of the training process, we cluster the data of each class into sub-clusters corresponding to the pre-defined images-per-class number. We select the center samples of each sub-cluster as the initialization of the synthetic images. A more balanced clustering-based initialization better reflects the data distribution, and accelerates the convergence from the very beginning of the training process.
4. Experiments

4.1. Datasets and Implementation Details

We verify the effectiveness of our method on multiple popular dataset distillation benchmarks, including CIFAR10 [25], CIFAR100 [25], SVHN [31], MNIST [27], FashionMNIST [49] and TinyImageNet [9]. For evaluation, we train a model on the distilled synthetic images and test it on the original testing images. Top-1 accuracy is reported to show the performance.

Without specific designation, the experiment is conducted on 3-layer convolutional networks (ConvNet-3) [15] with 128 filters and instance normalization [44]. The matching mini-batch size for original images is set as 128. By default we set IDC [24] as the baseline method. The gradient matching metric $D$ in Eq. 2 is empirically set as the mean squared error for CIFAR-10, CIFAR-100, TinyImageNet and SVHN. For MNIST and FashionMNIST, $D$ is set as the mean absolute error [24]. We conduct 1,200 matching iterations in total, inside each of which 100 inner loops are conducted. SGD is set as the optimizer, with a learning rate of 0.005. For clustering, we employ the matching model for feature extraction. The clustering interval $I_{int}$ is set as 10 iterations, whose sensitiveness is analyzed in Sec. 4.3. We also analyze the influence of different sampling strategy from the sub-clusters in Sec. 4.3. For evaluation, we train a network for 1,000 epochs on the distilled images with a learning rate of 0.01. We perform 5 experiments and report the mean and standard deviation of the results.

4.2. Comparison with State-of-the-art Methods

We compare the distilled synthetic dataset performance of DREAM and other state-of-the-art (SOTA) coreset-based and optimization-based methods on multiple datasets with different images-per-class (IPC) settings in Tab. 1. Besides, on TinyImageNet, we compare DREAM with DM [51] and MTT [3] in Tab. 2. Under all experiment circumstances, the proposed DREAM consistently surpasses other SOTA methods. With a small IPC setting especially, under the guidance of proper gradients, DREAM is more robust than other methods, which proves the effectiveness of the representative matching strategy. Further narrowing the performance gap between small-scale distilled datasets and the original ones indicates that the information loss of dataset distillation is reduced. More detailed comparisons are included in the supplementary material.

4.3. Ablation Study and Analysis

Extended experiments are designed to verify the effectiveness of our proposed DREAM strategy. Without specific designation, the experiment is conducted under the 10 IPC setting on CIFAR-10 dataset.

Component Combination Evaluation. Firstly, we verify the isolated effects of each component in our proposed DREAM strategy in Tab. 3. Under the same initialization, our proposed representative matching and clustering-based initialization largely improves the final dataset performance. Comparatively, the clustering-based initialization offers a large performance lead before the training begins, yet eventually brings limited improvements. Nevertheless, it still provides stable boosts and accelerates the training convergence added on the representative matching to form the whole DREAM method. Combining all the components, the full DREAM method cuts the required iterations to achieve the baseline performance by more than 8 times.

Additionally, in Fig. 2 we further illustrate the effectiveness of DREAM. Fig. 2b shows that by simply assigning samples from the sub-clusters as initialization of synthetic images, the validation performance surpasses random initialization by a large margin. Under the joint effect of representative matching and clustering-based initialization, DREAM achieves the final performance of random sampling with less than eighth of training iterations, demonstrating a significant training efficiency improvement. Continuing increasing the training iterations, DREAM further improves the dataset performance by applying proper gradient as supervision.

From the sample distribution perspective, Fig. 2c demonstrates that the original images selected by DREAM consistently show lower MMD scores with the original distribution with less fluctuations, compared with random sampling. The smaller fluctuations validates that sub-cluster centers effectively and stably cover the feature distribution, and reduces the noise at the sample level during the training process. With sufficient sample diversity, distribution evenness and appropriate gradient supervision, DREAM ensures a smoother and more robust optimization process for dataset distillation training.

For better illustration of the universality of DREAM, we apply the representative matching and clustering-based initialization to some other baseline methods and receive similar effects in Tab. 3. The accuracy curve comparisons are presented in the supplementary material. It proves that DREAM is able to be easily plugged into dataset distillation frameworks and help improve the training efficiency.

Cross Architecture Generalization Analysis. It has been a problem for previous optimization-based dataset distillation works to generalize across architectures as the synthetic images would over-fit to the model utilized for gradient matching [52, 24]. In Tab. 4 we demonstrate the cross architecture performance of our proposed DREAM strategy. We distill the dataset with ConvNet-3 and ResNet-10 [20], and validate the performance on ConvNet-3, ResNet-10 and DenseNet-121 [21].

DREAM surpasses the compared methods on both the
Table 1: Top-1 accuracy of test models trained on distilled synthetic images on multiple datasets. The distillation training is conducted with ConvNet-3. † denotes the reported error range is reproduced by us.

<table>
<thead>
<tr>
<th></th>
<th>Coreset Selection</th>
<th>Training Set Synthesis</th>
<th>Whole Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>1</td>
<td>0.017</td>
<td>64.9±2.5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.17</td>
<td>95.1±0.9</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.83</td>
<td>97.9±0.2</td>
</tr>
<tr>
<td>FashionMNIST</td>
<td>1</td>
<td>0.017</td>
<td>51.4±3.8</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.17</td>
<td>73.8±0.7</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.83</td>
<td>82.5±0.7</td>
</tr>
<tr>
<td>SVHN</td>
<td>1</td>
<td>0.014</td>
<td>14.6±1.6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.14</td>
<td>35.1±4.1</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.7</td>
<td>70.9±0.9</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>1</td>
<td>0.02</td>
<td>14.4±2.0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.2</td>
<td>26.0±1.2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1.0</td>
<td>43.4±1.0</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>1</td>
<td>0.2</td>
<td>4.2±0.3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
<td>14.6±0.5</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>10</td>
<td>30.0±0.4</td>
</tr>
</tbody>
</table>

Table 2: Top-1 accuracy of test models trained on distilled synthetic images on TinyImageNet. The distillation training is conducted with ConvNet-3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.017</td>
<td>3.9±0.2</td>
<td>24.1±0.3</td>
<td>28.0±0.3</td>
<td>37.6±0.4</td>
</tr>
<tr>
<td>50</td>
<td>0.83</td>
<td>10.0±0.4</td>
<td></td>
<td>29.5±0.3</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Ablation study on the components of the proposed DREAM. RM indicates Representative Matching, and Init stands for clustering-based initialization. “Iter” stands for the required iterations to achieve the baseline performance.

<table>
<thead>
<tr>
<th>Comp</th>
<th>RM</th>
<th>Init</th>
<th>Top-1</th>
<th>Comp</th>
<th>RM</th>
<th>Init</th>
<th>Top-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDC</td>
<td>-</td>
<td>-</td>
<td>67.5±0.5</td>
<td>1000</td>
<td>DC</td>
<td>-</td>
<td>44.9±0.5</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>-</td>
<td>68.9±0.5</td>
<td>350</td>
<td>✓</td>
<td>45.9±0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>68.1±0.3</td>
<td>750</td>
<td>✓</td>
<td>52.1±0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>✓</td>
<td>69.4±0.4</td>
<td>150</td>
<td>✓</td>
<td>53.1±0.4</td>
<td></td>
</tr>
</tbody>
</table>

Sampling Strategy Analysis. Representative matching conducts clustering for each class and samples original images from the sub-clusters to form a mini-batch. We analyze the influence of different sampling strategy on the training results in Tab. 5 and Fig. 3. Among each sub-cluster, the top-n samples closest to the center are selected. By grouping different sub-cluster number and samples per sub-cluster, we are able to obtain original image mini-batches different in scale and diversity. As observed in the results, by representative matching the dataset performance is generally stable, and receives improvements to certain extent over the baseline (67.5). Compared in more detail, with a small sub-cluster num-

Table 4: Ablation study on cross architecture distillation dataset performance of the proposed DREAM strategy. The dataset is first distilled on a model D and then validated on another model T. † denotes the result is reproduced by us.

<table>
<thead>
<tr>
<th></th>
<th>Conv-3</th>
<th>Res-10</th>
<th>Dense-121</th>
</tr>
</thead>
<tbody>
<tr>
<td>D[T]</td>
<td>64.3±0.7</td>
<td>34.5±0.6†</td>
<td>41.5±0.3†</td>
</tr>
<tr>
<td>MTT [3]</td>
<td>Conv-3</td>
<td>Res-10</td>
<td>44.2±0.3†</td>
</tr>
<tr>
<td>IDC [24]</td>
<td>Conv-3</td>
<td>Res-10</td>
<td>67.5±0.5</td>
</tr>
<tr>
<td>DREAM</td>
<td>Conv-3</td>
<td>Res-10</td>
<td>53.7±0.6</td>
</tr>
</tbody>
</table>

Table 5: Ablation study on different sampling strategy to form a mini-batch from sub-clusters.

<table>
<thead>
<tr>
<th>Sub-cluster number N</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples per sub-cluster n</td>
<td>1</td>
<td>67.2±0.3</td>
<td>68.5±0.1</td>
<td>69.4±0.4</td>
</tr>
<tr>
<td>2</td>
<td>67.7±0.3</td>
<td>68.6±0.3</td>
<td>69.2±0.7</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>67.7±0.4</td>
<td>68.7±0.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>67.5±0.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

absolute performance and the performance drop when applying the distilled dataset on an unseen architecture. The strong cross architecture generalization capability verifies that DREAM helps build a more reasonable distilled dataset compared to random sampling.
number $N = 32$, the sub-cluster centers are more likely to be distributed in areas with smaller gradients, as shown in the first row of Fig. 3. As the random model $M_0$ is trained, these samples gradually fail to provide effective gradients for supervision, resulting in a sub-optimal performance. Oppositely, a larger sub-cluster number $N = 256$ involves a distribution closer to random sampling, which brings a small performance drop, as shown in the last row of Fig. 3. Due to memory limitations, it is not applicable to further increase $N$, but it is conceivable that the extreme condition should yield similar results to random sampling. On the other hand, the sample number per sub-cluster $n$ has only a slight effect on the results. The group of 1 center sample per sub-cluster and 128 sub-clusters in total is proved to obtain the optimal gradient supervision as in the second row of Fig. 3, and is chosen for mini-batch composition.

Training Stability Analysis. In order to more intuitively demonstrate the effects of the proposed DREAM strategy on the training process, we visualize the feature migration of DREAM and random sampling in Fig. 4a. Specifically, we randomly select a synthetic image as initialization and record its updated version every 10 iterations. We employ a random network to extract the features of all images, and calculate the Euclidean distance between adjacent versions of images. For DREAM, at the beginning of the training process, under the direction of proper gradients, the synthetic image goes through a larger migration. Within 100 iterations, the synthetic image has reached a relatively optimal position, and makes subsequent fine-tuning. On the contrary, there are still large fluctuations for the synthetic image matched with randomly sampled original images in the late training period, partly due to the noisy matching targets generated by uneven mini-batches.

Clustering Interval Sensitivity Analysis. We evaluate the influence of different clustering interval $I_{int}$ on the final dataset performance in Fig. 4b. Conducting clustering at every iteration leads to the best performance, while adding the clustering interval until 10 brings mild influences. As there is an obvious top-1 accuracy degradation when the interval is further increased to 20, we select an interval of 10 to balance the distilled dataset performance and the extra calculation cost. More analysis on the computational cost of clustering is included in the supplementary material.

Experimental results on ImageNet-1K. We compare DREAM with the current state-of-the-art method TESLA [6] on ImageNet-1K in Tab. 6. The experimental setting is the same as in TESLA. DREAM shows excellent performance on large datasets.

Table 6: Results on ImageNet.

<table>
<thead>
<tr>
<th>Method</th>
<th>TESLA</th>
<th>DREAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc (IPC=10)</td>
<td>17.8</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Differences from DC-BENCH[5]. We provide a detailed comparison between DREAM and DC-BENCH to clarify their distinctions. DC-BENCH solely concentrates on a better initialization and lacks specific designs for the subsequent matching-based optimization, while DREAM selects representative samples for matching and enables the realization of a fully efficient training process for distillation. Furthermore, DREAM conducts extensive experiments to analyze the impact of cluster number, sample number per cluster and clustering interval. DC-BENCH achieves comparable performance using 30% of iterations, whereas DREAM achieves similar results with only 10-20% iterations. Additionally, given sufficient training time, DREAM further achieves up to 3.7% and 5.8% accuracy improvements for gradient matching and distribution matching respectively which surpass DC-BENCH’s 1.3%.

4.4. Visualizations

Gradient Difference Curve. As the dataset distillation training is constrained by matching the training gradients, a smaller gradient difference also indicates a better matching effect. Therefore, we also visualize the gradient difference curve of the dataset distillation in Fig. 4c, which is calculated by the training loss Eq. 2. We add the DREAM strategy to DC, DSA and IDC methods. Throughout the training process, DREAM holds a smaller gradient difference compared with the baseline methods. On the one hand, it verifies the effectiveness of DREAM on improving the training
efficiency to reduce the gradient difference in limited iterations. On the other hand, the large fluctuations of the baseline methods also validate the existence of noisy gradients generated by random sampling.

**Sample Distribution Visualization.** In order to more intuitively demonstrate the effectiveness of our proposed DREAM on generating synthetic sets well covering the original sample distribution, we visualize the t-SNE graphs of the synthetic images for both random sampling and DREAM. As shown in Fig. 5, the final distribution constrained by DREAM strategy evenly cover the whole class, while random sampling generates biased optimization results. Furthermore, a large percentage of samples are pulled to the distribution edge in the random sampling results, which also validates that the matching is biased by boundary samples with larger gradients. By consistently providing proper gradient supervision, DREAM achieves a more diverse and robust distillation result.

**Synthetic Image Visualization.** In order to more intuitively demonstrate the effects of DREAM on the distilled images, we compare the distillation results of adding the proposed DREAM strategy or not in Fig. 6. DREAM improves the quality of the distilled datasets from two perspectives. Firstly, the images optimized by DREAM show more obvious categorical characteristics. Secondly, DREAM introduces more variety to the distilled images. With these two improvements, DREAM helps the distilled datasets to obtain better validation performance.

**4.5. Application on Continual Learning**

Dataset distillation generates compact datasets that are able to represent the original ones, which can thus be applied to continual learning problems [35, 1, 48, 24]. We further validate the effectiveness of the proposed DREAM strategy on the continual learning scenarios in Fig. 4d. Following the settings in [52, 24], we conduct a 5-step class-
incremental experiment on CIFAR-100, each step with 20 classes. For better demonstrating the generalization capability of DREAM, the distillation synthesis is conducted on ConvNet-3, and the validation on ResNet-10.

DREAM consistently maintains performance advantages over other approaches throughout the training process, and the performance gap is further enlarged as the learnt class number is gradually increased. It proves that better distillation quality helps the model construct clearer decision boundaries and memorize the discriminative information.

5. Conclusion

In this paper, we propose a novel Dataset distillation by REpresentAtive Matching (DREAM) strategy to address the training efficiency problem for dataset distillation. By only matching with the representative original images, DREAM reduces the optimization instability, and reaches a smoother and more robust training process. It is able to be easily plugged into popular dataset distillation frameworks to reduce the training iterations by more than 8 times without performance drop. The stable optimization also provides higher final performance and generalization capability. The more efficient matching allows future works to design more complicated matching metrics.

6. Limitations and Future Works

Although the proposed DREAM strategy significantly improves the training efficiency of optimization-based dataset distillation methods, the calculation burden is still large when the image size and the class number increases. It is difficult for these methods to handle ultra large-scale datasets like ImageNet [9], even if the training efficiency has been improved by DREAM. We will explore more resource-friendly ways to conduct dataset distillation in future works.
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