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Abstract

Dataset distillation aims at a small synthetic dataset to
mimic the training performance on neural networks of a
given large dataset. Existing approaches heavily rely on an
iterative optimization to update synthetic data and multiple
forward-backward passes over thousands of neural network
spaces, which introduce significant overhead for computa-
tion and are inconvenient in scenarios requiring high effi-
ciency. In this paper, we focus on few-shot dataset distilla-
tion, where a distilled dataset is synthesized with only a few
or even a single network. To this end, we introduce the no-
tion of distillation space, such that synthetic data optimized
only in this specific space can achieve the effect of those
optimized through numerous neural networks, with dramat-
ically accelerated training and reduced computational cost.
To learn such a distillation space, we first formulate the
problem as a quad-level optimization framework and pro-
pose a bi-level algorithm. Nevertheless, the algorithm in its
original form has a large memory footprint in practice due
to the back-propagation through an unrolled computational
graph. We then convert the problem of learning the distilla-
tion space to a first-order one based on image translation.
Specifically, the synthetic images are optimized in an arbi-
trary but fixed neural space and then translated to those in
the targeted distillation space. We pre-train the translator
on some large datasets like ImageNet so that it requires only
a limited number of adaptation steps on the target dataset.
Extensive experiments demonstrate that the translator af-
ter pre-training and a limited number of adaptation steps
achieves comparable distillation performance with state of
the arts, with ~ 15X acceleration. It also exerts satisfac-
tory generalization performance across different datasets,
storage budgets, and numbers of classes.

1. Introduction

Given an original dataset 7, Dataset distillation
(DD) [41, 51, 35, 18, 47, 20, 22] aims at a much smaller
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Figure 1. (a) Existing DD methods heavily rely on forward-
backward processes through enormous neural networks. (b) More
neural networks used in dataset distillation would result in more
floating point operations (FLOPs) and higher latency. (c) We in-
troduce the notation of distillation space for few-shot dataset dis-
tillation in this paper and aim to learn a neural network such that
distilled data only optimized in this specific space can approxi-
mate the performance by multiple networks. (d) Given only a few
or even a single network, our method achieves comparable per-
formance with state-of-the-art baselines requiring enormous net-
works. Results in this figure are concerning models trained with
1 image per class distilled from CIFAR100 dataset. OS denotes
one-shot DD using only one network, FS denotes few-shot DD
with a limited number of adaptation steps, and DS denotes using
down-sampled parameterization, i.e., storing down-sampled dis-
tilled images with the same storage budget.

synthetic dataset S, such that the training effect of S on
neural networks can match that of 7. Such techniques have
received considerable attention to alleviate the heavy bur-
den on storage, transmission, and training of deep learning
models brought by large-scale datasets. Recent advances on
DD have revealed that models trained with only a few syn-
thetic samples, even 1 image per class in some cases, can
retain most of the performance of those trained with real
data [49, 50, 2, 28, 29, 40, 13, 52, 23, 21]. Thus, it becomes
a research area receiving increasing attention from the aca-
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demic and industrial community recently as a potential so-
lution to alleviate the concerns on the storage, transmission,
pre-processing, and training effort for large datasets.

Nevertheless, as shown in Fig. 1(a), all existing meth-
ods on DD work iteratively: the synthetic dataset is opti-
mized in an outer loop, and real and synthetic data are sent
to a newly-initialized neural network in each iteration. Al-
though they have achieved remarkable performance, such
forward-backward passes in multiple neural networks can
introduce extensive computational overhead to generate a
distilled dataset, as illustrated in Fig. 1(b). As a result,
the burdensome distillation procedure in existing methods
brings significant latency. For instance, one of the state-of-
the-art works by Deng et al. [5] requires ~ 18 days to distill
only 1 image per class for CIFAR100 dataset [15] as shown
in Fig. 1(d) and [47]. Even FRePo [52], with the most sat-
isfactory efficiency, takes over 3 hours in the same setting
requiring 500, 000 neural network steps. The long training
process in current DD makes it inconvenient for scenarios
requiring high efficiency, e.g., processing streaming data.

Focusing on these drawbacks, in this paper, we propose
Sfew-shot dataset distillation and are interested in the perfor-
mance of DD if only a few or even a single neural network
is available for training. We first try a naive solution by
merely adopting one neural network for the existing method
FRePo [52] and visualize the accuracy and efficiency. As
shown in Fig. 1(d), although the simple strategy improves
the efficiency, the performance gap with the original version
based on thousands of networks is significant, which sug-
gests a trade-off between performance and the number of
networks. A similar effect is also revealed by Cazenavette
et al. [2], where the number of teacher training trajectories
would affect the performance substantially. Thus, how to
boost the performance by only a limited number of net-
works becomes an interesting question in few-shot DD.

Currently, the networks used in Fig. 1(d) are randomly
and independently initialized, which makes us curious:
whether there exists a dedicated neural network, such that
the synthetic dataset distilled in it can achieve similar per-
formance to those distilled in multiple ones. In this pa-
per, we describe this concept through a quad-level defini-
tion termed as distillation space, as shown in Fig. 1(c), and
propose a bi-level algorithm to find it, to optimize the error
on real data, for networks trained with the synthetic dataset,
distilled in this space.

However, the bi-level optimization requires back-
propagating through an unrolled computational graph over
multiple steps of gradient descent, which imposes an inten-
sive GPU footprint. Due to the bottleneck on GPU memory,
the number of steps for inner optimization is limited, which
further limits the performance in practice. To reduce the
complexity, we free the dependency of higher-order gradi-
ents via casting the problem as image translation, to make

sure that the iterative optimization process is not nested in
the computational graph: the synthetic dataset is distilled in
arandom but fixed neural network space and then translated
to the desired space via a translator network.

Specifically, the translator is pre-trained on some large
datasets like ImageNet [4]. In each iteration, a random sub-
set is sampled. Distilled results after being translated from
the original space are evaluated in some random networks,
and the distillation loss is back-propagated to the transla-
tor to update its parameters. We find that the distillation
space translator after pre-training can generalize well across
different datasets, storage budgets, and numbers of classes.
With only a few adaptation steps on the target dataset, the
performance of distilled data after translation achieves can
be on par with those distilled by multiple neural networks
at ~ 15x faster, as shown in Fig. 1(d).

In summary, our contributions are listed as follows:

e Tailoring for scenarios requiring high efficiency, we
are the first to study the problem of few-shot dataset
distillation, where only a limited number of neural net-
works are available for DD, and introduce the quad-
level definition of distillation space for it.

* An efficient translative modeling approach with a pre-
training algorithm is proposed to learn an effective dis-
tillation space;

» Extensive experiments demonstrate that our method is
capable of generating dataset distillation results with
~ 15X acceleration.

2. Related Works

Dataset distillation (DD) refers to distilling a small syn-
thetic dataset S from a given large dataset 7, where S is
optimized to have similar downstream training performance
to 7. Unlike most existing techniques that focus on reduc-
ing the size of a model [6, 25, 45, 44, 7,46, 12, 11, 10, 33],
DD concentrates on learning compressed data to enhance
learning efficiency. Wang et al. [41] firstly introduce the
task and propose a meta-learning method to minimize the
loss of meta-test on 7 for models meta-trained on S. This
scheme aligns with the evaluation protocol of DD: to pur-
sue higher accuracy on the real test data for networks op-
timized by the synthetic ones. However, restricted by the
GPU memory, the steps of meta-training in this framework
are limited, which bottlenecks the performance [5]. The bi-
level loop with a large number of inner steps also affects the
efficiency negatively.

To address this issue, a series of works consider mapping
real and synthetic samples to a feature space with some ker-
nels, e.g., NTK [28, 29], NNGP [23], and non-linear net-
work [52, 24], and then perform kernel ridge regression
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Figure 2. (a) Existing DD methods rely on an iterative training process, where a new network has to be initialized for forward and backward
passes of the real dataset 7 and the synthetic dataset S. (b) We desire to learn a specific distillation space, where S optimized only in such
a space can minimize the error of neural feature regression in an arbitrary random network. The loop for optimizing S is nested in the
computational graph for optimizing the distillation space. (c) We detach the loop for optimizing S for computational efficiency and convert
the problem to a translative model, where S is distilled in an arbitrary but fixed neural space first and then translated to the desired space.

(KRR). Benefiting from the analytical solution of KRR,
these methods can access the optimal parameters trained by
synthetic datasets via direct computation without the neces-
sity of higher-order gradients, which achieves favorable ef-
ficiency and accuracy at the same time. In this paper, the
KRR-based formulation is also adopted as the main objec-
tive to reduce the complexity of meta-learning, thanks to its
satisfactory efficiency.

In the literature of DD, matching-based methods are an-
other major branch. For example, Zhao ef al. [51] and a
lot of following works [49, 13, 17, 9, 48] adopt gradient
matching. Cazenavette et al. [2] propose MTT, which opti-
mizes the distance between network parameters trained by
S and T respectively from some cached initialization. Their
insights lie in that gradients in networks or trained model
parameters can represent the training effects of different
datasets. Some works also consider matching the statistics
of § and 7 in some neural networks [50, 40], which get rid
of computing gradients of training networks via & and T
and thus improves the efficiency.

No matter what objectives existing methods adopt, they
all rely on an extensive outer optimization loop to update
synthetic data, where S and 7 have to undergo forward-
backward passes through thousands of networks. To make
things worse, a series of works considering synthetic dataset
parameterization, which tries to increase the number of im-
ages with the same storage budget, require even more such
iterations [5, 19]. Motivated by these facts, we focus on the
problem of few-shot dataset distillation in this paper where
a synthetic dataset is distilled given only a few or even a
single neural network. Given that naively adopting only
a few random networks results in inferior performance as

shown in Fig. 1(d), we introduce the concept of distillation
space, such that the performance of synthetic data distilled
in this space can match those in enormous networks. Dedi-
cated to finding such a space to benefit dataset distillation
to reduce the number of networks required for accelera-
tion while retaining the performance as much as possible,
a novel translative model with a pre-training approach is
proposed to this end. To our best knowledge, this is the first
work focusing on few-shot learning and pre-training in DD.

3. Methods

In this section, we delve into details about our methods
for few-shot dataset distillation, where real and synthetic
datasets can be processed by only a few neural networks.
We first provide a brief introduction of current mainstream
solutions for DD, based on which we propose the quad-level
definition of distillation space in formal and a basic bi-level
algorithm to learn the space. For computational efficiency,
we then convert the original formulation of learning the dis-
tillation space to a translative problem and propose an alter-
native algorithm, backed up by theoretical analysis. Finally,
we explain the paradigm of pre-training for few-shot learn-
ing to increase the transferability of the learned distillation
space across various datasets, the number of classes, and the
storage budgets of synthetic datasets.

3.1. Preliminary

Dataset distillation (DD) targets a small synthetic dataset
S such that the performance on downstream training with
S can match that with the original dataset 7. The semi-
nal work by Wang et al. [41] proposes a meta-learning ap-
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Algorithm 1 Bi-Level Optimization for Distillation Space.

Input: 7 Target Dataset; ©: Distribution for Initializing
Neural Networks; 7: Number of Inner Update Steps;
a: Learning Rate for Inner Optimization; 7: Learning
Rate for Outer Optimization.
Qutput: 6: Distillation Space after Optimization.
1: Initialize 6 ~ ©;
2: fori=1,2,3,... do
Initialize S with random samples from 7
4 Xg— — fg (XT);
5: for1 <t<Tdo
6: wh g fo(Xs)" (fo(Xs)fo(Xs)T) 'Yes;
7.
8
9

(95]

XS — Xg - Oéva HX79—U):§70 — YT‘ 2;
Ys « Ys — aVys || XGws , — Y%

: end for
10: Randomly sample 6’ ~ ©;
11: X70—, — f@/(XT);
12w e for(Xs) (for(Xs)for(Xs)T) ™' Vs;
13 00—Vl XFws , — Y|
14: end for

proach, which optimizes the loss on 7 for models trained
with § and backpropagates the gradients through multiple
training steps to update S:

S* = argmin Ey) .o [I(T; 6],
S (1)
o =9t=1) — avi(S;00¢D),

where © denotes a distribution for initialization, 7" is the
number of training steps with S and 1 < ¢t < T, a is the
learning rate, and [ is the loss function, e.g., cross-entropy
loss for classification problems.

The bi-level optimization algorithm indicated in Eq. 1 re-
lies on backpropagating through an unrolled computational
graph of inner optimization steps, which makes it inefficient
in both time and memory. Nguyen et al. [28, 29] thus con-
sider the problem of kernel ridge regression (KRR), where
the analytical optimal solution gets rid of the necessity to
optimize the model with S for multiple nested steps. For
more satisfactory accuracy and efficiency, the spirit is fur-
ther extended by following works [52, 23], which map a
batch of n samples X to a feature space with a random neu-
ral network and then perform KRR. Denote the function of
neural network parameterized by 6 as f, and the label ma-
trix corresponding to X € R™*? as Y € R"*°, where d
and c are the dimensions of sample and label respectively,
i.e., h x w x 3 and the number of classes in the RGB image
classification problem, the objective can be formulated as:

X35,Y§ = argminEgol| fo(X7T)ws o — Y7I1%],
Xs:¥s ()
who = fo(Xs) (fo(Xs)fo(Xs)") Vs.

This technique is known as neural feature regression
(NFR) [52]. In each training iteration, a new random neural
network is initialized for solving the problem in Eq. 2, as
shown in Fig. 2(a).

3.2. Learning a Distillation Space

As illustrated in Fig. 1(a), the iterative optimization
framework shown in Fig. 2(a) involves forward and back-
ward processes through thousands of networks and intro-
duces significant computational overhead. In this work,
we thus focus on the problem of DD using only a few or
even one network. Given the results in Fig. 1(b) that sim-
ply adopting a random network yields limited performance,
we are interested in learning a specific network such that S
distilled in it can achieve performance on par with that dis-
tilled in multiple networks, i.e., minimize the error on 7 for
an arbitrary model trained with S. Formally, we term such
a network as distillation space in the following definition.

Definition 1 (Distillation Space). A distillation space for a
distribution of network © and a target dataset T is a neural
network function f parameterized by 0* which satisfies:

0" = argminE oy o [I(T; G(T)/)],
9(0)
01" = =D — o/Vi(S*; 00,

T (3)
S* = argminl(T;G( )),
S

0 = gt=1 _ avi(T;6¢Y).

In practice, to find an effective distillation space, we first
simplify the quad-level definition via NFR in Eq. 2, which
derives a bi-level optimization problem:

0" = argemin Eo ol for (XT)ws- o — Y7|1%],

W g0 = for(X$) " (for (X5) for(X5) 1) 7'Y3,
X;,Yg = arg min er(XT)wjé,Q - YTHQ’

s,Ys

“)

ws o= fo(Xs) (fo(Xs)fo(Xs)")'Ys.

Eq. 4 indicates a bi-level meta-learning algorithm as shown
in Fig. 2(b) and Alg. 1. In each inner iteration, S is meta-
trained via NFR in the current neural space fy. S after a
whole inner loop is meta-tested in a random neural network
for and the loss of NFR is back-propagated to update 6.

3.3. Learning a Translation to a Distillation Space

Although Alg. I can be an effective algorithm to learn
a valid distillation space, the back-propagation process
through a nested computational graph is inefficient in GPU
memory. The memory complexity is proportionate to the
number of inner optimization steps 7' to obtain the opti-
mal synthetic dataset in the current space, which is crucial

18657



for the final performance [5] but withheld by the limited
GPU memory. For instance, in a 40G A100 GPU, T in
Alg. 1 can be set as 16 at most, which is too small to get
convergence for inner optimization. To alleviate this draw-
back, we consider an alternative approach to learn a distil-
lation space. Specifically, we detach the inner optimization
from the computational graph by converting the problem to
a translative model, based on the following proposition.

Proposition 1. For a target dataset X+ € R"7*¢ and
Yr € R"7*¢ with nt > d, assume that X§, and
Yo satisfy || fo(XT)ws e — Y7II* = 0, where ws o =
Jo(X50) T (fo(X&0)fo(XE0)T)™"YE o and fo is a known
linear transformation parameterized by a full-rank matrix
0 ¢ RX? g < ¢ Similarly, let fg- be a desired
linear distillation space and 0* € RIxd" 4 < J" <
nr. The distilled dataset Xg , and Yg , in this space
satisfy || fo-(XT)ws 9. — Y7|* = 0, where w§y. =
fO* (Xg,*)T(fQ* (X§7*)f9* (X;‘.*)T)ilyg,*' There exists
a translation function G for /Xg_o and Y3 o such that
X§.: Y5, =G(X50,Ys,) whose parameters are not de-
pendent on the target dataset X and Y.

Proof. Due to the linearity of fy and fy«, we can rewrite the
given conditions as:

XTij';ﬁ —Yr=0, 5)
XTH*U)E)Q* —Yr =0, (6)

Since n > d for X, pre-multiplying terms in Eq. 5 by
the Moore—Penrose inverse X 7> we have

X317 = g ,. (7)
Similarly, through Eq. 6, we have
w g = (X767 Yy = 07" X Y7y = 0°T0ug 4, (®)

where the first, second, and third equalities are due to n >
d’,d" > d, and Eq. 7 respectively. We can observe in Eq. 8
that w 4. in the desired distillation space is not dependent
on 7. Thus, the optimal X5 , and Y§ , resulting the optimal
KRR parameter can be obtained given only X ; and Yg
by some translation function G, which implicitly includes
the knowledge of the distillation space. O

Prop. 1 indicates that it is possible to approach the distil-
lation space by translating samples from some space rather
than learning 6* directly, motivated by which we propose
to learn a translation from one another space to the distil-
lation space. The main workflow is similar to Alg. 1: syn-
thetic data are first distilled in a random but fixed network in
an inner loop and then translated to final results, as shown
in Fig. 2(c). The translator is optimized so that results af-
ter translation are equipped with the property of those pro-
duced in a distillation space: to minimize the NFR error in

Algorithm 2 Pre-training a Distillation Space Translator.
Input: Z: A Large Dataset; O: Distribution for Initializing
Neural Networks; 0: An Arbitrary Random Neural Net-
work; T: Number of Update Steps for Synthetic Data;
a: Learning Rate for Synthetic Data; 7: Learning Rate
for Translator.
Qutput: w: A Pre-trained Translator.
1: Initialize w randomly;
2: for:=1,2,3,... do
3: Randomly choose a subset of data 7 from Z;
4 Initialize S’ with random samples from T ;
5. X5 fo(X7);
6: forl1 <t<Tdo
7
8
9

W fo(Xs) T (fo(Xs)fo(Xs) ) Vs
Xgr +— Xgr — OzVXS, I\Xﬁw}g/’g - YTHQ;
. Ys + Yo — aVy,, | XGws 4 — Y7|%

10: end for

11 XSaYS :GW<X5’7YS');

12: Randomly sample 6’ ~ ©;

13 XY fo(X7);

4wk g for(Xs) T (for(Xs)for (Xs)T) ™ 'Ys;

15: w ewanwHXg—/wg’e, - Y7|%

16: end for

any random network. Since gradients are only required to
back propagated to the translator rather than the whole in-
ner loop, the memory complexity is irrelevant to the number
of inner optimization steps. Thus, the translative model is a
memory-efficient algorithm where only first-order gradients
are necessary.

3.4. Pre-training a Distillation Space Translator

We expect that the distillation space optimized in a
dataset is transferable across different datasets, storage bud-
gets for synthetic data, and the number of classes. To tackle
these challenges on transferability, in this paper, we con-
sider pre-train a translator on some large dataset like Ima-
geNet [4], so that it provides a satisfactory initialization and
only requires a small number of adaptation steps for a target
dataset, like the typical few-shot learning [42, 39, 38, 30].
The algorithm is shown in Alg. 2. In each training iteration
i, we sample a subset from the large dataset and perform a
gradient-decent step with the strategy mentioned in Sec. 3.3.
Upon a translator is pre-trained, it can serve as a strong ini-
tialization for the adaptation process to a new dataset, which
behaves identically to Line 11 to 15 of Alg. 2.

4. Experiments

In this section, we conduct experiments to validate the
effectiveness of the proposed method for few-shot DD. We
first introduce our experiment settings and implement de-
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Hyper-Parameter Denotation Value
T Number of Update Steps for Synthetic Data 3,000
o} Learning Rate for Synthetic Data le-3
n Learning Rate for Translator in Pre-Training le-5
N Number of Cached Subsets in Pre-Training 5,000

Chraz Maximal Number of Classes in a Subset in Pre-Training 100
Chnin Minimal Number of Classes in a Subset in Pre-Training 10
M Maximal Number of Images in a Subset in Pre-Training 4,000
Loz Maximal Number of Images in a Synthetic Dataset in Pre-Training 1,000
B Batch Size in Pre-Training 4
S Number of Pre-Training Steps 200,000
S’ Number of Adaptation Steps for Translator 1,000
n Learning Rate for Translator in Adaptation le-4

Table 1. List of hyper-parameters and their values.

tails of the method. Then, we compare our method with
state-of-the-art solutions of DD in terms of both accuracy
and efficiency. To illustrate how the proposed method
works, we also provide an in-depth analysis of the method
with a variety of baselines. Finally, we conduct experiments
on continual learning, an important use case for DD, to fur-
ther demonstrate the practical value of our method.

4.1. Settings and Implementing Details

In few-shot dataset distillation, a real dataset 7 can
be processed by only a few neural networks to gener-
ate a synthetic dataset S. In our method, S is firstly
optimized in an arbitrary but fixed neural network by T'
steps, with the learning rate «. The results are then pro-
cessed by a translator to generate the final synthetic dataset.
The translator adopts an auto-encoder architecture with 3
Conv-BatchNorm—ReLU blocks, and the detailed con-
figuration can be found in the supplement. Notably, due to
the fully-convolutional structure, the pre-trained translator
can also be adapted to datasets with different resolutions
beyond the one used during pre-training. Please refer to the
supplement for details. The translator is pre-trained on the
ImageNet dataset by S steps with the learning rate 7 and
then adapted on the target dataset by a small number of it-
erations S/, with a learning rate 7. Some hyper-parameters
are summarized in Tab. 1. Other hyper-parameters follow
the default setting in the PyTorch [31] implementation of
FRePo [52].

Pre-Training: The key design of the translative pre-
training pipeline lies in the separation of two stages: dataset
distillation in an arbitrary but fixed neural network and the
translation to the desired space. In practice, instead of di-
rectly following the pipeline in Alg. 2 that nests the two
steps in one loop, the two stages are conducted indepen-
dently in the interest of better training efficiency. Results
distilled in the pre-defined network are cached for multiple
random subsets so that they can be loaded directly and used

repeatedly in the pre-training stage, which improves the
training efficiency. The detailed algorithms for the caching
stage and the pre-training stage can be found in the supple-
ment.

The caching stage aims to generate distilled results for
multiple subsets. For sampling a subset, we first ran-
domly choose the number of classes ranging from C),;;, to
Cinaz and then randomly select the corresponding number
of classes from the 1,000 ImageNet classes. For each select
class, a certain number of random real images are sampled
uniformly for each selected class such that the total number
of images is M at most. The data augmentation technique
DSA [49] is applied in the caching stage to mimic the cases
of larger datasets. The maximal number of synthetic images
is I 4, and they are initialized with the selected real data.
After distillation, indices of selected real samples and the
distilled dataset are cached in the disk for future use in the
pre-training stage. This process can be deployed to multi-
ple GPUs in parallel, since the distillation for each subset is
independent.

In the pre-training stage, cached results in the previous
stage are loaded. The NFR loss is calculated in a ran-
domly initialized networks over a distribution in each itera-
tion. Like the caching stage, pre-cached subsets in a batch
can also be distributed to multiple GPUs in parallel. In this
work, the pre-training is conducted on a single 40G A100
GPU, which takes roughly 2 days for the 200,000 steps.
Adaptation: Given a pre-trained translator, it requires a
small number of adaptation steps in general for the target
dataset. The detailed adaptation algorithm can be found in
the supplement. Intuitively, the procedure is consistent with
the two-stage process in pre-training: to generate distilled
results in a pre-defined network and then use the transla-
tor for the final results. The only difference with the pre-
training stage is that real data come from the target dataset.
By default, the set of IPC for adaptation only contains the
target IPC. More IPCs can also be included in this set to
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Dataset IPC Metric DD RTP DC DSA IDC MTT DM FRePo Ours QOurs-DS
| Acc. (%) 40.5:0s 49.0k00 283505 288507 36.7:0s 463505 260208 46.8:07 40500 Sldsos

Time (h) 363.9 363.9 M m 10.6 0.8 0.3 2.4 0.02 1200 qu.n

CIfAR 1o Ace. (%) 50005 624504 449505 521505 583504 653207 489500 655500 592505 66005
0 Time (h) 4472 4472 1.0 13 111 24 03 31 004075 02055
50 Acc. (%) - 70.5+0.4 53.9+05 60.6+05 69.5+0.3 71.6+0.2 63.0+0.4 71.7+0.2 66.7+0.2 71.8+0.1

Time (hy - 13778 44 53 128 38 04 81  0.12:6r5 1300

1 Acc. (%) - 21.3+06 12.840.3 13.9+03 17.9+02 243105 11.4+03 28.7+01 22.8+04 29.110.4

CIFAR Time (h) - 4472 04 05 500 35 3.1 31 0.08.55c 01510
100 o A (%) - 34Ts0s 252505 323205 360504 401504 297505 425505 351200 38.4s0s
Time (h) - 25208 106 114 689 42 31 104 032005 1.00104

Table 2. Comparisons with state-of-the-art methods of DD on test accuracy and training efficiency. DS denotes using down-sampled
parameterization, i.e., storing down-sampled distilled images with the same storage budget. The black subscript indicates the standard
deviation over multiple evaluations. The red subscript denotes the times of acceleration compared with the baseline method FRePo [52].
The best and second best results in each setting are marked by bold and underline respectively.

increase the generalization ability of the translator across
other unseen IPCs during adaptation, as shown in Sec. 4.3
and the supplement.

In this paper, we consider the widely-adopted bench-
marks of CIFAR10 and CIFAR100 [15] with a resolution
of 32 x 32 for the main evaluation. Results on datasets with
higher resolutions and larger sizes can be found in the sup-
plement. Following previous works [52, 5], we evaluate the
proposed method on storage budgets of 1, 10, and 50 im-
ages per class (IPC) for CIFAR10 and 1 and 10 IPC for
CIFAR100. Synthetic datasets are trained with 3-layer con-
volutional networks and evaluated on the same architecture.
The cross-architecture performance will also be studied in
Sec. 4.3. We report the average result and the standard de-
viation over 3 replicate evaluations for each setting.

4.2. Comparisons with State of the Arts

Here, we compare the proposed method for few-shot
dataset distillation with state-of-the-art methods, includ-
ing meta-learning-based methods in the seminal DD [41]
and remember-the-past (RTP) [5], gradient-matching based
methods in DC, DSA, and IDC, trajectory-matching based
MTT, distribution-matching based DM, and KRR-based
FRePo [52]. The accuracy and training efficiency results
are shown in Tab. 2. The accuracy results are from orig-
inal papers while the training time is estimated based on
the time-per-iteration results evaluated on the same hard-
ware and the total number of iterations in the official codes.
The shape/format of synthetic images in all methods except
“Ours-DS” is consistent with that of real images in origi-
nal datasets. For the running time of our method, we report
the total time required for distilling using one network and
the adaptation. Time for pre-training is not included since
it is only conducted once, and once pre-trained, the trans-

lator can be adapted for an infinite number of downstream
datasets.

Through the results, we find that in the default parame-
terization, the proposed method within 1k adaptation steps
falls about 3 ~ 7 points behind the FRePo baseline but with
30 ~ 120x acceleration due to the few-shot setting. Even
compared with the currently most efficient algorithm, the
speed of our method is still considerable. And the perfor-
mance is at least comparable with other methods in terms
of accuracy, with even dramatic acceleration, e.g., the meta-
learning-based DD and RTP. The superior efficiency makes
our method applicable in scenarios where data cannot be
held for a long time, like streaming data.

Additionally, in “Ours-DS”, down-sampled synthetic
images are alternatively stored with the same number of
stored parameters, which is a simple yet effective method
to improve the performance especially when the storage
budget is small. This parameterization typically requires
more iterations for the adaptation stages. For small syn-
thetic datasets like 1 and 10 IPC, the number of steps is
6k, and for 50 IPC, the number is 15k. Nevertheless, our
method can still result in 6 ~ 31X acceleration compared
with the FRePo baseline with even better performance.

4.3. Ablation Studies

Baselines: To demonstrate the effectiveness of the transla-
tive pre-training and target adaptation strategies proposed
in this paper, we consider a series of baselines for ablation
studies, including:

* Baseline: a new neural network is sampled for each
training iteration to process the real dataset and update
synthetic data, which can be viewed as a benchmark
given a sufficient number of networks;
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Dataset IPC Baseline 1 Net Bi-Level w/o Pre-Train w AE w/o Ada w Ada

1 412407 353106 40.8+0.5 36.1+05 40.6+0.6  39.5+0s 44.0+0.2

CIFAR10 10 579407 50.5+0s8 52.1+o0s 53.8+0.1 57.6+03 54.7+0s 5924103
50 652403 65.1+01 60.7+0.1 59.7+0.4 63.5:01 65.8202 66.7+0.2

1 21.6+06 18.7+0.1  19.1+01 20.5+0.2 21.8403 209+07 22.8+0.4

CIFAR100 10 33.8403 31.7+01  31.0+0.2 30.7+0.2 27.0+02  33.0+02 35.1+0.2

Table 3. Ablation studies of our method in different settings. The black subscript indicates the standard deviation over multiple evaluations.

0 [41-41
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FRePo
Acc. 65.5%

Translated Results w/o Ada
Acc. 54.7%

An Arbitrary Net

Acc. 50.5% Acc. 59.2%

Figure 3. Qualitative analysis of results produced by our method for IPC 10 on CIFAR10. Zoom in for details.

* ] Net: synthetic data are distilled in a single network,
which can be treated as a lower bound,;

For another, the consistent improvement comparing re-
sults of / Net and w/o Ada indicates that the pre-trained
translator is capable of generating distilled results in a more
favorable space. We visualize their results in the first two
plots of Fig. 3, where the global tone is refined towards
higher brightness contrast. Moreover, as shown in the 3rd
plot, the adaptation stage injects more local details, which
tries to improve the performance in a similar way performed
by the state-of-the-art FRePo [52].

Further, as shown in both Tab. 3 and Fig. 4(a-b), the pre-
trained model offers a more satisfactory initialization for
the following adaptation stage, with lower initial loss, faster
convergence, and higher accuracy.

At last, the bi-level algorithm often leads to inferior per-
formance, which may be partially attributed to the insuffi-
cient number of inner steps restricted by GPU memory.
Generalization: We observe that one benefit of adapting
the translator in a target dataset is that it is generalizable
across different storage budgets for synthetic datasets. For
instance, as shown in Fig. 4(c), the translator adapted on
IPC 1 and 50 can also behave well on IPC 10.

Following previous works [51, 49, 50], we also eval-
uate the cross-architecture performance in Tab. 4 over
AlexNet [16], VGGI11 [37], and ResNetl18 [8]. The con-
clusion is consistent with the above analysis.

* Bi-Level: the bi-level algorithm described in Alg. 1;

* w/o Pre-Train: the target adaptation stage starts from a
randomly initialized translator;

* w AE: the target adaptation stage starts from an auto-
encoder trained with a reconstruction objective;

* w/o Ada: directly using the pre-trained translator with-
out the adaptation stage;

e w Ada: the default method.

All the candidates are trained with 4k iterations. For those
requiring adaptation, i.e., w/o Pre-Train, w AE, and w Ada,
we first distill a synthetic dataset using 1 network with 3k
iterations and adapt the translator for another 1k steps. Note
that distilling with a single network only requires one for-
ward propagation pass of the real dataset. Thus, the running
time of our method is less than that of the baseline given the
same number of iterations. Results are shown in Tab. 3.
For one thing, it turns out that the default method in this
paper consistently surpasses the benchmark baseline requir-
ing enormous networks in most cases. The reason is that
with the number of networks for NFR increasing, it would

be more difficult for the training convergence of distilled 4.4. Application: Continual Learning

datasets, especially in the few-shot case. Please refer to the
supplement for details.

Continual learning (CL) aims to learn a sequence of tasks
where the training data of past tasks are unavailable when
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Figure 4. (a-b) NFR loss and test accuracy during adaption for CIFAR10 IPC 10 starting with the pre-trained translator by our algorithm,
an auto-encoder, and a randomly initialized model. (c) Generalization performance of the translator on unseen IPC during adaptation.

ConvNet AlexNet VGG

Baseline 58.8+0.2 57.1+05
1 Net 50.5+0.8 50.9+0.6

ResNet

41.1+0s 38.1+0.0
342403 353103

Setting

Bi-Level 52.1+05 50.0t0a 374105 347105
w/o Pre-Train 53.8401 56.2+03 39.3+0.7 382107
w/o Ada 54.7+0s 52.8+03 35.7+0.7 34.8+1.2

w Ada 59.2103 56.8102 43.0107 40.8:0s

Table 4. Cross-architecture performance of our method in different
settings. Results on CIFAR10 with 10 IPC are shown here.

learning the current one. To overcome the problem of catas-
trophic forgetting [14], many works use a small buffer to
store some valuable data of past tasks for future use [32, 1].
Dataset distillation can thus benefit this area by synthesiz-
ing informative samples [27, 34, 36, 43, 3, 26] to prevent
forgetting as much as possible.

In this paper, we evaluate the proposed method on
CIFAR100-CL following the same 5-step protocol of [52,

] with 20 classes for each task and 20 IPC. The results
in Fig. 5 suggest a consistent conclusion with the ablation
studies shown in Sec. 4.3 and indicate that the few-shot
dataset distillation proposed in this paper can further facil-
itate the practical use when tasks come fast like a stream,
which provides limited time for processing and learning.

5. Conclusion

In this paper, we focus on the setting of few-shot dataset
distillation to improve its efficiency, where data can only
be processed by a limited number of neural networks. We
introduce the concept of distillation space to optimize the
performance of synthetic data distilled by only one network.
Regarding that the complexity of the quad-level definition
and the bi-level algorithm for distillation space, we convert
the problem to a translative model. The synthetic dataset is
first distilled in a random but fixed neural network and then
translated to the desired space. For transferability, we train
the translator with a pre-training algorithm, so that a pre-

- 601 Baseline
3\/ 551 w/o Ada
> w/o Pre-Train
8 501 wAE
8 451 w Ada
[}
< 40
é 35
301
1 2 3 4 5
CL Task Index

Figure 5. Performance of continual learning on CIFAR100 with 5
steps and 20 IPC for different settings.

trained translator can be adapted for a new dataset within
a limited number of steps. Experiments demonstrate that
our method achieves ~ 15x acceleration and comparable
performance with the state-of-the-art baselines relying on
thousands of networks. Even in some cases, the translator
without adaptation yields competitive performance.

One limitation of our method is that in the adaptation
stage, errors of translated synthetic datasets have to be fur-
ther back-propagated through the translator, which intro-
duces additional GPU memory consumption compared with
the baseline method, e.g., 3946 v.s. 3456 MB on CIFAR10
with 10 IPC. Nevertheless, as shown in Fig. 4(c), the trans-
lator adapted for small sizes can conduct inference for larger
sizes, thereby breaking the limitation on GPU memory. Fu-
ture works may focus on further improving the transferabil-
ity of the distillation space translator by dedicated architec-
tural designs or objective functions.
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